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ABSTRACT

Drone swarms offer great potential for wildlife
monitoring, but their real-world use is still lim-
ited. This paper addresses the challenge of de-
ploying drones to collect high-quality, multi-
perspective data over herds of gregarious ani-
mals. We formalise this problem using the novel
concept of surface of interest, combined with
a Lambertian-inspired modelling approach. To-
gether, these elements allow us to create an ob-
jective function for data quality that also consid-
ers the swarm’s impact on animal welfare. Us-
ing a centralised controller and particle swarm
optimisation, our approach determines the drone
configurations that maximise this function. Ex-
periments based on real-world animal spatial dis-
tributions show that our algorithm effectively
identifies these configurations, paving the way
for future field tests.

1 INTRODUCTION

Recently, the alarming decline in biodiversity has initi-
ated the development of technological solutions for conser-
vation efforts in nature [1, 2, 3]. Gathering biological data
about endangered species is crucial for tracking the evolu-
tion of individuals and understanding how climate change
and human activities affect their survival and reproduction. In
this context, the recent democratisation of drones has trans-
formed them into a versatile platform for wildlife monitoring
surveys [4]. Their cost-effectiveness, time efficiency, and re-
duced labour demands have established drones as a preferred
tool for such work. The literature already highlights numer-
ous drone applications in this field, contributing to significant
research output; see [5, 6] for examples.

Challenges persist in conducting effective data collec-
tion over large areas, particularly with animals that gather in
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Sévigné, France and Department of Biology, University of
Southern Denmark (SDU), Campusvej 55, DK-5230 Odense M,
lucie.laporte-devylder@wipsea.com

‡Department of Computer Science and Engineering, The Ohio
State University, 2015 Neil Ave, Columbus, OH, USA 43201,
kline.377@osu.edu

Figure 1: Drones performing (A) vertical and (B) horizontal
monitoring of a pod of Tursiops

large groups, commonly known as gregarious species. Bi-
ologists often rely on a single commercially available multi-
rotor drone, operated manually [7]. However, this approach
has several limitations. The restricted flight time of the UAV
and the limitation of a single vantage point both constrain ef-
fectiveness. Additionally, when using non-nadir perspectives,
the animals may occlude one another from the drone’s view,
compromising data collection. Thus, coordinating multiple
drones to collect data simultaneously from different angles
can address these limitations and introduces new possibili-
ties for biological studies. As illustrated in Figure 1, verti-
cal drone views and horizontal perspectives complement each
other well in the context of wildlife monitoring. Vertical mon-
itoring provides a contextual bird’s-eye view that offers infor-
mation about the group and its environment, making it partic-
ularly suitable for tasks such as wildlife censuses, movement
analysis, and studies of social interactions [2, 8, 9]. In con-
trast, horizontal monitoring facilitates the integration of in-
dividual identification by recognising distinctive marks and
patterns on animals [10, 11]. It has been demonstrated that
utilising multiple viewpoints and oblique views is more ef-
fective for identification than relying solely on a single-view
perspective [12]. Multi-perspective data allows for a compre-
hensive understanding of wildlife dynamics by integrating a
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broad ecological context with precise individual tracking [4].
To our knowledge, only a few studies have focused on

the real-world deployment of autonomous drone swarms for
wildlife monitoring. Developing such a system with an
application-oriented design would enhance the data collec-
tion possibilities for biologists and transition drone swarms
from simulations and laboratories to real-world applications.
Our study consists of three contributions: Firstly, we create
a methodology for assessing the quality of multi-perspective
monitoring of gregarious animals, considering constraints to
avoid disturbing wildlife [13]. Our methodology is inspired
by the concept of Lambertian surfaces, commonly used in
video games to model light reflection [14]. Secondly, we in-
troduce a method for coordinating swarms of drones to max-
imise the quality of the data collected based on the concept of
surface of interest (SI). Finally, we evaluate the performance
of our solution using a custom-built 3D simulator. The rele-
vance of the controller and its application to real-world sce-
narios are assessed using various spatial animal distributions
based on real-world data.

2 RELATED WORK

Common wildlife monitoring methods, such as GPS
trackers, camera traps, and direct field observation, have long
been the foundation of ecological research. While they pro-
vide valuable data on animal movement, population dynam-
ics, and behaviour, they often struggle to capture compre-
hensive, multi-perspective data on animals in their natural
habitats [7]. Recent advancements in remote sensing tech-
nology have introduced novel techniques for conducting ani-
mal ecology studies, including drones, acoustic sensors, and
satellites [15, 16]. Simultaneously, advancements in machine
learning have enabled the analysis of vast volumes of data
generated by these remote sensing devices, allowing for the
rapid production of ecological studies [17].

Drones are particularly well-suited for collecting ecolog-
ical data on gregarious animals and have been employed to
study a wide range of habitats across various animal species,
including Plains and Grevy’s zebras, gelada monkeys, gi-
raffes, sheep, and horses [7, 18, 8]. Drones can rapidly tra-
verse remote terrain to track groups of animals over time and
offer capabilities often beyond those of camera traps or satel-
lites [16]. Drones have the potential to provide detailed data
on all individual animals in a group simultaneously, some-
thing that traditional methods cannot capture [19]. In addi-
tion to movement, behaviour, and identification in ecolog-
ical studies, drones have been proposed for 3D pose esti-
mation to evaluate the morphometric parameters of the ani-
mals [20, 21].

Techniques for gathering aerial imagery with drones in
animal ecology studies vary widely depending on the species
and the study’s goals. However, they mostly involve col-
lecting information about specific parts of the animals, re-
ferred to as SIs. Drones may be piloted to capture either

oblique or nadir imagery. In vertical monitoring, the SI typ-
ically includes the animal’s back. Horizontal monitoring fo-
cuses on surfaces where distinctive features for individual
identification or fine-grained behaviours are visible, see Fig-
ure 2 for examples. Multi-perspective datasets containing
both vertical and horizontal monitoring imagery are crucial
for comprehensive studies, as they capture behaviour, move-
ment, and identification [22, 8]. Currently, capturing both
single- and multi-perspective drone imagery simultaneously
is largely manual, requiring close coordination between ex-
pert drone pilots and biologists to collect the data while en-
suring the animals are not disturbed. This manual approach
involves logistical challenges, such as managing drone mis-
sions while capturing images [22] and synchronising efforts
between operators and biologists [8]. Current protocols for
conducting drone-based animal ecology missions are qualita-
tive and largely involve executing missions manually. These
protocols do not establish a standard procedure for position-
ing the drone relative to the SI being studied [22, 10]. Instead,
the distance between the animals and the drone is chosen to
ensure sufficient resolution for identifying physical character-
istics while minimising impact on animal welfare [10].

Autonomous tracking methodologies have been proposed
using single drones for cows [23] and yaks [24], and multi-
drone swarms for zebras [25]. However, these approaches are
typically not generalisable, as they focus on specific species
or surfaces of interest and may not address the need to min-
imise disturbance to the animals. The potential of drone
swarms for vertical animal observations has been explored
with gregarious species in livestock monitoring [26]. For in-
stance, Li et al. [27] employed density-based clustering to op-
timise drone deployment, maximising animal coverage while
minimising the average distance between drones and animals
to ensure high-quality imagery. More broadly, the challenge
of covering the maximum number of targets with the mini-
mum number of drones has been addressed using bio-inspired
algorithms, for example, the elephant herding optimisation
algorithm [28] and artificial bee colony algorithms [29].

Figure 2: Examples of SIs
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The lack of uniformity in mission planning for animal
ecology studies highlights the need for a general method to
assess the quality of data collected regarding the different SIs
to be monitored. The autonomous coordination of multiple
drones for aerial imagery collection could address these chal-
lenges, significantly enhancing both the efficiency and quality
of wildlife studies. Both centralised and decentralised com-
puting approaches can be employed to address this challenge.
In this study, we focus on a centralised method, which is suffi-
cient for this setting and more feasible to implement for real-
world field tests. In the future, we will consider a decen-
tralised approach for surveying multiple herds, as proposed
in [25]. These challenges motivate the need for an adap-
tive, non-invasive approach that can be customised to various
drone swarm sizes and SIs.

3 PROBLEM STATEMENT

Our drone swarm deployment problem resembles the art
gallery problem [30], which focuses on optimising the place-
ment of cameras to cover as much ground area as possible. To
address this, we explore solutions from the camera placement
literature. Strategies, including the utilisation of a dedicated
objective function coupled with bio-inspired algorithms such
as Particle Swarm Optimisation (PSO) [31, 32], have been
employed to find optimal camera configurations. We base
our methodology on this approach and thus need to define an
objective function for assessing the monitoring quality of a
herd of gregarious animals using the concept of SIs.

Given a set A of Na animals distributed across a 2D
plane, each animal defined by its position pi = (xi, yi) and
its heading θi. We define our drone swarm as a set of M
agents, represented as D. We aim to find a configuration for
the swarm in which the configuration of each drone πj leads
to the maximisation of the value of the objective function.
Assuming our drones are stabilised, the camera frustum is
determined by the following parameters: drone position in
3D space (uj), yaw angle (Ψj), camera tilt (τj), and the hori-
zontal field of view (FoVj). We define a drone configuration
tuple as sj = (uj ,Ψj , τj , FoVj), and S = {s1, s2, . . . , sM}
as the parameters of the swarm. We also introduce −→vj , which
defines the view direction of the drone. Figure 3 illustrates all
the parameters for an animal i and a drone j.

3.1 Design Criteria
We want to construct an objective function, Ω(S) ∈ [0, 1],

representing the monitoring quality: the closer the value is to
1, the higher the quality. To achieve this, we must define
the monitoring objectives and constraints for effective non-
intrusive data collection.

Relative angle of the drone view and the animal: The rel-
ative angle should be optimised to maximise the visibility of
the different SIs on the animal. The drone’s view direction−→vj should be as close to collinear as possible with the surface
normal of these SIs for effective monitoring. Camera traps,

Figure 3: Illustration of parameters for an animal i and a
drone j

which usually capture images from a near-horizontal angle,
have shown that individual identification is easier when the
images provide a clear, perpendicular view of the relevant
characteristics [33].

FoV centring: In the captured images, the animals should be
centred in the camera frame. Placing the animals away from
the edge of the frame helps prevent distortion and chromatic
aberration in the collected data.

Maximising the coverage of the different SIs: The config-
urations should minimise redundancy by ensuring that differ-
ent SIs are being monitored by different drones. This means
that a solution where multiple drones monitor the same SI
provides less information than one where more SIs are cov-
ered.

Non-intrusive monitoring: The quality of the collected data
should be sufficient in terms of the pixel-to-meter ratio to
enable biological studies. However, this must be balanced
against the negative impact of wildlife disturbance, as the
noise generated by drones poses a potential threat to the well-
being of wildlife [13]. Thus, we assume that our drones
should not be closer than dmin to avoid introducing any dis-
turbances, and not farther than dmax to prevent low-quality
data collection [10].

3.2 An Analogy with Lambertian Surfaces

To construct our optimisation function, Ω, we drew inspi-
ration from Lambert’s cosine law. This law states that the
intensity reflected by a surface I is proportional to the cosine
of the angle θ between the surface normal and the observer’s
line of sight, as expressed by the equation I = I0 cos θ [14].
By analogy, we relate surface reflectivity to monitoring qual-
ity, as this equation, specifically the cosine term, allows us to
model the relative angle criterion. For an animal i, our goal
is to maximise the overall ’reflectivity’ of its SIs, where I0 in
our solution should be extended to take into account the other
criteria of Section 3.1.
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3.3 Monitoring Quality of a Surface of Interest

For each animal i, we associate a set of NL,i SIs, denoted
as Ti = {SIi,1, SIi,2, . . . , SIi,NL,i

}. Each SI k is associated
with a surface centre Oi,k and a normal vector −−→ni,k. For a
SI we want to evaluate the monitoring quality provided by a
drone πj . This assessment involves quantifying the quality
of the FoV centring, modelled by the function α(SIi,k, πj),
and the pixel-to-meter ratio of the images, modelled by the
function β(SIi,k, πj). As defined in equations (1) and (2),
these functions judge the quality of centring and the distance
to the surface through piece-wise continuous functions that
yield output values between 0 and 1, indicating how well the
quality criteria are met. We define H = {α, β} as the set
containing these functions, and let NH denote the number of
functions inH.

α(SIj,k, πj) =

{
1− lj,k

dmax
if lj,k ≤ dmax

0 otherwise
(1)

β(SIi,k, πj) =





dmax−dj,k
dmax−dmin

if dmin ≤ dj,k ≤ dmax
1
dj,k

if dj,k < dmin

0 otherwise

(2)

−−→ni,k
ℓi,k

Oi,k
Ii,k

uj

−→vj
dj,k

SIi,k

z

Figure 4: Illustration of parameters for a SIi,k and a drone j

Figure 4 illustrates the parameters of the quality func-
tions, where lj,k represents the distance between Oi,k and the
intersection point of the ray passing through −→vj with SIi,k.
dj,k represents the distance between the drone and the cen-
tre of the surface considered. Thus, we use the Lambertian
analogy to construct our monitoring quality function, as pre-
sented in equation (3). We calculate the mean of the quality
functions to ensure that the output remains between 0 and 1.
In this study, we assume that FoV centring and distance have
equal importance. Consequently, our model can be expanded
if more quality functions are introduced to the setH.

Γ(SIi,k, πj) =
1

NH

∑

f∈H
f(SIi,k, πj) · |⟨−−→ni,k,−→vj ⟩| (3)

3.4 Generalisation to the Drone Swarm and the Herd
We express our monitoring quality Ω(S) given a drone

swarm configuration S in equation (4), which we aim to max-
imise based on the drones’ configuration. This Lambertian-
inspired approach allows us to define a generic method for
assessing the monitoring quality provided by a drone swarm,
regardless of the number of animals and their associated sur-
faces of interest to be monitored. Equation (4) defines the ob-
jective function as a product of the monitoring quality ∆(S)
and the penalty Λ(S) based on the criteria in Section 3.1.

max
s1,s2,...,sM

Ω(S) = ∆(S) · Λ(S) (4)

We can compute the monitoring quality ∆ over the entire
herd of animals using equation (5). Di,k is a subset of the
drones in D representing the drones that can view the k-th
surface of interest belonging to the animal i in their camera’s
field of view. If different drones monitor the same surface, the
contribution retained will be that of the drone with the high-
est individual monitoring quality value, rendering the others
redundant.

∆(S) = 1

Na

Na∑

i=1

NL,i∑

k=1

1

NL,i
max

πj∈Di,k

Γ(SIi,k, πj) (5)

Finally, the criteria for developing a non-intrusive system
is defined as a penalty Λ to our objective function Ω. We ap-
ply the penalty Λ to solutions where a drone in the swarm is
too close to one of the animals or if a drone is not monitoring
any animal, and is presented in equation (6). δj ∈ [0, 1] ap-
plies a possibly non-linear penalty if the drone does not mon-
itor any animal, as seen in equation (7). The subset Aj of A
represents the animals seen by drone j. The further the drone
is from the centre of the herd (represented by the drone’s dis-
tance to the centroid of the herd, dj,c), the greater the penalty.
ϕi,j ∈ [0, 1] applies a linear penalty if drone j is too close to
animal i, and can be seen in equation (8).

Λ(S,A) =
Na∏

i=1

M∏

j=1

δjϕi,j (6)

δj =

{
1 if |Aj | ≠ 0

1− dj,c
dmax

otherwise
(7)

ϕi,j =

{
1 if di,j > dmin
di,j
dmin

otherwise
(8)

4 EXPERIMENTAL SETUP

Given a swarm of M drones, we aim to find the set of
drone configurations S that maximises our objective function
Ω. The optimisation involvesM×NS parameters. We choose
to decrease the degrees of freedom by limiting the number of
parameters. We assume that the FoV of the onboard cameras
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is the same for all drones. For the remainder of this paper,
we will use a FoV of 40◦. The drone swarm is divided into
two types of roles: one for vertical monitoring and the other
for horizontal monitoring. The altitude and camera tilt for
these drones will be kept constant. For the vertical monitoring
drones, the chosen altitude is dmin with a camera tilt of 90◦.
For the horizontal monitoring drones, the altitude is dmin/2
with a camera tilt of 30◦. Therefore, for each drone j, the
parameters to optimise are xj , yj , and Ψj thus reducing the
search space dimension of our optimisation problem.

We assume that the positions and orientations of the an-
imals, as well as the locations of their associated SIs, are
known. In this initial approach, the animals are considered
static and we do not consider potential environmental obsta-
cles that the drones might encounter in the real world.

4.1 Simulation Platform

We developed a 3D simulator based on the RayLib frame-
work1 in Python. This open-source tool, designed for creating
video games and graphical applications, provides a flexible
and highly customisable platform for visualising our stud-
ied species, their associated SIs, and their positions on the
ground. Furthermore, it allows us to define camera views as-
sociated with different drone parameters, as demonstrated in
the dedicated YouTube video2.

In this paper, we concentrate on a case study involving ze-
bras and define three SIs for our analysis. Firstly, we examine
the back of the animal, which facilitates behavioural analysis
and census tracking. Secondly, we focus on the zebra’s left
and right longitudinal sides. By monitoring these two sur-
faces, we can identify individual zebras through side views,
which reveal their unique features. To simplify the develop-
ment, we consider the surfaces that belong to a rectangular
prism encompassing the zebra.

4.2 Evaluation Methodology

We implement a centralised controller based on the PSO
algorithm and then assess the relevance of our methodology
across different herd configurations from real-world data. To
build our validation set and draw performance conclusions,
we have used Koger’s dataset [7], which includes labelled
vertical-view pictures of various animal species, including
Grevy’s zebras. The dataset also provides the drone’s teleme-
try data, allowing us to deduce the animals’ planar coordi-
nates. Additionally, we labelled the pictures to retrieve the
heading of each animal. The 10 studied herd configurations
consist of a mean size of 19.70 animals, with an associated
standard deviation of ±11.02. The standard deviation of the
herds’ heading varies: in the worst case when the zebras are
grazing, it can reach as much as ±140.35◦. Otherwise, when
the animals are moving, the standard deviation is smaller,
with the smallest being ±19.00◦.

1https://github.com/raysan5/raylib
2https://www.youtube.com/watch?v=A_eDvyo_bb4

Figure 5: Example of a studied herd configuration

The performance of our approach is assessed using three
different drone swarm configurations to evaluate how well
it generalises to various setups (# vertical-view drones × #
horizontal-view drones): 1×1, 2×2, and 3×3. These config-
urations are tested across 10 different animal scenarios. Due
to the stochastic nature of the PSO, each experiment is re-
peated 10 times with different random seeds to assess overall
performance, resulting in a total of 10× 10× 3 experiments.
We retrieve the value of our objective function Ω from these
experiments.

5 IMPLEMENTATION OF A CENTRALISED
CONTROLLER

We implement a centralised controller to solve the optimi-
sation problem with the objective function Ω and determine
the drone configurations S for deploying them over the zebra
herd. This controller calculates a configuration for each drone
based on the zebras’ spatial distribution and their respective
SIs. As detailed in Section 2, we use PSO to determine the
(xj , yj) coordinates and the yaw Ψj for each drone j in the
swarm.

5.1 Particle Swarm Optimisation: Bio-Inspired Algorithm

The PSO algorithm [34] is a biologically inspired
population-based stochastic optimisation algorithm that ex-
plores a search space to find the best solution. In PSO, each
particle represents a candidate solution and adjusts its posi-
tion based on both its own experience and that of the group.
The goal is for all particles to converge to an optimal solution
by balancing exploration with refinement. Like most opti-
misation algorithms, PSO has hyperparameters that must be
tuned to maximise performance. For PSO, these hyperparam-
eters are defined as follows [34]:

Swarm Size (n): The number of particles exploring the
search space. This value balances computational complex-
ity (larger swarms) with solution quality (smaller swarms
may lead to premature convergence on local minima).

Inertia Weight (w): Controls the evolution of particle speed
at each iteration. A high inertia weight encourages explo-
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ration, while a low value promotes the exploitation of local
minima.

Cognitive Coefficient (c1): Reflects a particle’s tendency to
return to its personal best position.

Social Coefficient (c2): Represents the influence of the
swarm’s best-known position on each particle, promoting col-
laboration.

5.2 Hyperparameter Tuning

To tune the hyperparameters, we follow the recommen-
dations suggested by Robison et al.[34]. We use a swarm
size of 100 particles and set the PSO algorithm to 100 itera-
tions. For the remaining parameters w, c1, and c2—we em-
ploy Bayesian optimisation [35]. In each Bayesian optimisa-
tion iteration, we aim to maximise Ω using two vertical and
two horizontal drones across 16 herd configurations, rang-
ing from compact to sparse herds. To carry out the tuning,
we model the spatial distribution of zebras with a simplified
approach, assuming normal distributions for planar positions
and headings to ensure the PSO’s general applicability. For
the 16 synthetic herds, we define a fixed herd size of 30 ze-
bras, in line with the literature [36], and use normal distribu-
tions with standard deviations of 10, 20, 30, and 40 metres for
planar coordinates, and 0, π4 , π2 , and π for headings. The opti-
misation process, set for 500 iterations, converged by the 21st
iteration, resulting in optimal values of w = 0.53, c1 = 2.27,
and c2 = 0.99.

6 RESULTS AND DISCUSSION

Using the hyperparameters identified in Section 5.2, we
validate our approach on the 10 different real-world herd con-
figurations described in Section 4.2. For all the spatial dis-
tributions, we observe the same trend: having more drones
resulted in a higher objective value than having fewer drones,
as the drones could cover more SIs. Moreover, the PSO-
based approach is stable in solving the optimisation problem
regardless of the number of drones in the swarm. The highest
observed standard deviation of the objective function Ω was
0.07. Table 1 details our algorithm’s performance for a repre-
sentative herd configuration consisting of 48 animals. The Ω
values presented are the mean values from the 10 experiments
conducted.

Swarm Configuration 1x1 2x2 3x3
Objective Function Value Ω 0.43 0.66 0.76

Ω Standard Deviation 0.00 0.02 0.01

Top SIs Monitored (%) 83.33 100.00 100.00

Left SIs Monitored (%) 24.58 89.58 98.75

Right SIs Monitored (%) 68.13 91.46 99.17

Table 1: Monitoring results for a herd of 48 animals

A single horizontal drone cannot effectively monitor both
sides of an animal simultaneously. As illustrated in the 1× 1
column of Table 1, this limitation results in lower monitoring
quality for the horizontally observed SIs. Moreover, a verti-
cal drone might struggle to cover an entire herd, affecting the
overall monitoring quality. When adding more vertical and
horizontal monitoring drones, the generated drone configura-
tions achieve significantly better results, as seen in Table 1.

Moreover, as illustrated in Figure 6, we can qualitatively
assess whether the swarm configuration is coherent. In Fig-
ure 6a, the number of drones performing the vertical and hor-
izontal views is not sufficient to cover the entire herd; as a
result, the drones are monitoring the part of the herd with the
highest density, thus maximising the number of SIs covered.
In Figure 6b, the vertical drones monitor the two clusters of
animals, while the horizontal drones provide complementary
views by facing each other. In Figure 6c, the swarm configu-
ration is more complex and allows for an increased monitor-
ing quality value.

Our approach is based on strong assumptions: the animals
are static, and the positions of their SIs are known. To apply
this approach in the real world with moving animals, we need
to investigate the performance of the PSO in terms of conver-
gence time. If the computation speed is sufficiently high, it
might be feasible to run the PSO at a frequency high enough
to update the positions of the drones while the animals are
moving.

Further work is required to integrate machine vision for
detecting and localising the animals. In our centralised ap-
proach for real-world deployment, we envision locating the
animals using either a coverage algorithm or a drone flying
high above the herd [37]. Subsequently, This drone would
retrieve the animals’ positions and orientations, as well as
estimate their SIs. This data would be then processed by a
ground station using the PSO algorithm, which updates the
drones’ positions based on its solution.

7 CONCLUSION

In this paper, we described and formalised a general ap-
proach for performing gregarious animal monitoring with a
drone swarm based on the concept of surfaces of interest (SI)
with Lambertian properties. The results show that our PSO
centralised controller can find a drone configuration that max-
imises the quality of monitoring the herd, for different swarm
size. In addition, we evaluated the performance of the PSO
by analysing the drone configurations obtained using a real-
world dataset of zebra distributions. Our algorithm was able
to generate satisfactory configurations that met the criteria
outlined in Section 3.1, using as few as two drones and up
to six drones. As part of the WildDrone Project [38], we plan
to test our approach in Kenya in January 2025. To achieve this
goal, further work is needed to quantify the performance of
our method in terms of computing speed and to enable animal
localisation through machine vision.
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(a) 1x1 (b) 2x2 (c) 3x3

Figure 6: Drone configurations for 1x1, 2x2, and 3x3 vertical and horizontal monitoring setups

ACKNOWLEDGEMENTS

This work is supported by the WildDrone MSCA Doc-
toral Network funded by EU Horizon Europe under grant
agreement no. 101071224, the Innovation Fund Denmark for
the project DIREC (9142-00001B), the Imageomics Institute,
funded by the US National Science Foundation (2118240),
and the ICICLE Institute funded by the National Science
Foundation (OAC-2112606).

REFERENCES

[1] Gerardo Ceballos, et al. Biological annihilation via
the ongoing sixth mass extinction signaled by verte-
brate population losses and declines. Proceedings of the
National Academy of Sciences, 114(30):E6089–E6096,
2017.

[2] Marie RG Attard, et al. Review of satellite remote
sensing and unoccupied aircraft systems for counting
wildlife on land. Remote Sensing, 16(4):627, 2024.

[3] Edouard G. A. Rolland, et al. Autonomous UAV vol-
canic plume sampling based on machine vision and path
planning. In 2024 International Conference on Un-
manned Aircraft Systems (ICUAS), pages 1064–1071.
IEEE, 2024.

[4] Evangeline Corcoran, et al. Automated detection
of wildlife using drones: Synthesis, opportunities
and constraints. Methods in Ecology and Evolution,
12(6):1103–1114, 2021.

[5] Kasey P Ryan, et al. Use of drones for the creation
and development of a photographic identification cata-
logue for an endangered whale population. Arctic Sci-
ence, 8(4):1191–1201, 2022.

[6] Lukas Schad. Opportunities and risks in the use of
drones for studying animal behaviour. Methods in Ecol-
ogy and Evolution, 14(8):1864–1872, 2023.

[7] Benjamin Koger, et al. Quantifying the movement, be-
haviour and environmental context of group-living ani-
mals using drones and computer vision. Journal of An-
imal Ecology, 92(7):1357–1371, 2023.

[8] Sota Inoue, et al. Spatial positioning of individuals in a
group of feral horses: A case study using drone technol-
ogy. Mammal Research, 64:249–259, 2019.

[9] Maksim Kholiavchenko, et al. KABR: In-Situ Dataset
for Kenyan Animal Behavior Recognition from Drone
Videos. In Proceedings of the IEEE/CVF Winter Con-
ference on Applications of Computer Vision (WACV)
Workshops, pages 31–40. IEEE, 2024.

[10] Sarah Sofı́a Landeo-Yauri, et al. Using small drones
to photo-identify antillean manatees: A novel method
for monitoring an endangered marine mammal in the
Caribbean sea. Endangered Species Research, 41:79–
90, 2020.

[11] Mayank Lahiri, et al. Biometric animal databases from
field photographs: identification of individual zebra in
the wild. In Proceedings of the 1st ACM International
Conference on Multimedia Retrieval, ICMR ’11, pages
1–8. Association for Computing Machinery, 2011.

[12] Luca Bergamini, et al. Multi-views embedding for cattle
re-identification. In 2018 14th International Conference
on Signal-Image Technology & Internet-Based Systems
(SITIS), pages 184–191. IEEE, 2018.

[13] Saadia Afridi, et al. Unveiling the impact of drone noise
on wildlife: A crucial research imperative. In 2024 In-
ternational Conference on Unmanned Aircraft Systems
(ICUAS), pages 1409–1416. IEEE, 2024.

[14] Michael Oren. Generalization of Lambert’s reflectance
model. In Proceedings of the 21st Annual Confer-
ence on Computer Graphics and Interactive Techniques,

SEPTEMBER 16-20, 2024, BRISTOL, UNITED KINGDOM 321



ht
tp

://
w

w
w

.im
av

s.
or

g/
IMAV2024-38 15th ANNUAL INTERNATIONAL MICRO AIR VEHICLE CONFERENCE AND COMPETITION

SIGGRAPH ’94, page 239–246. Association for Com-
puting Machinery, 1994.

[15] Marc Besson, et al. Towards the fully automated mon-
itoring of ecological communities. Ecology Letters,
25(12):2753–2775, 2022.

[16] Lacey F. Hughey, et al. Challenges and solutions for
studying collective animal behaviour in the wild. Philo-
sophical Transactions of the Royal Society B: Biological
Sciences, 373(1746):20170005, 2018.

[17] Devis Tuia, et al. Perspectives in machine learning
for wildlife conservation. Nature Communications,
13(1):1–15, 2022.

[18] Andrew J King, et al. Biologically inspired herding of
animal groups by robots. Methods in Ecology and Evo-
lution, 14(2):478–486, 2023.

[19] Jeanne Altmann. Observational study of behavior: Sam-
pling methods. Behaviour, 49(3–4):227–266, 1974.

[20] Vandita Shukla, et al. Towards estimation of 3d
poses and shapes of animals from oblique drone im-
agery. The International Archives of the Photogramme-
try, Remote Sensing and Spatial Information Sciences,
XLVIII-2–2024:379–386, 2024.

[21] Kevin Charles Bierlich, et al. Automated body length
and body condition measurements of whales from drone
videos for rapid assessment of population health. Ma-
rine Mammal Science, page e13137.

[22] Eduard Degollada, et al. A novel technique for photo-
identification of the fin whale, Balaenoptera physalus,
as determined by drone aerial images. Drones, 7(3):220,
2023.

[23] William Andrew, et al. Aerial animal biometrics: Indi-
vidual Friesian cattle recovery and visual identification
via an autonomous UAV with onboard deep inference.
In 2019 IEEE/RSJ International Conference on Intelli-
gent Robots and Systems (IROS), pages 237–243. IEEE,
2019.

[24] Wei Luo, et al. An efficient visual servo tracker for herd
monitoring by UAV. Scientific Reports, 14(1):10463,
2024.

[25] Denys Gruschak, et al. Decentralized multi-drone co-
ordination for wildlife video acquisition. In 5th IEEE
International Conference on Autonomic Computing and
Self-Organizing Systems. IEEE, 2024. In press.

[26] Mohammed A Alanezi, et al. Livestock management
with unmanned aerial vehicles: A review. IEEE Access,
10:45001–45028, 2022.

[27] Xiaohui Li. Reactive deployment of autonomous drones
for livestock monitoring based on density-based clus-
tering. In 2019 IEEE International Conference on
Robotics and Biomimetics (ROBIO), pages 2421–2426.
IEEE, 2019.

[28] Ivana Strumberger, et al. Static drone placement by
elephant herding optimization algorithm. In 2017 25th
Telecommunication Forum (Telfor), pages 1–4. IEEE,
2017.

[29] Chen Zhang, et al. 3d deployment of multiple UAV-
mounted base stations for UAV communications. IEEE
Transactions on Communications, 69(4):2473–2488,
2021.

[30] Frank Hoffmann. On the rectilinear art gallery problem.
In Michael S. Paterson, editor, Automata, Languages
and Programming, pages 717–728. Springer, 1990.

[31] Yacine Morsly, et al. Particle swarm optimization in-
spired probability algorithm for optimal camera net-
work placement. IEEE Sensors Journal, 12(5):1402–
1412, 2011.

[32] Xiaohui Wang, et al. Solving optimal camera place-
ment problems in IoT using LH-RPSO. IEEE Access,
8:40881–40891, 2020.

[33] Tinao Petso, et al. Review on methods used for wildlife
species and individual identification. European Journal
of Wildlife Research, 68(1):3, 2022.

[34] J. Robinson. Particle swarm optimization in electromag-
netics. IEEE Transactions on Antennas and Propaga-
tion, 52(2):397–407, 2004.

[35] Jia Wu, et al. Hyperparameter optimization for machine
learning models based on Bayesian optimization. Jour-
nal of Electronic Science and Technology, 17(1):26–40,
2019.

[36] Alfred Stein. Spatial Marked Point Patterns for Herd
Dispersion in a Savanna Wildlife Herbivore Community
in Kenya, pages 261–273. Springer, 2006.

[37] Kasper A. R. Grøntved, et al. Decentralized multi-UAV
trajectory task allocation in search and rescue applica-
tions. In 2023 21st International Conference on Ad-
vanced Robotics (ICAR), pages 35–41. IEEE, 2023.

[38] Edouard Rolland, et al. Advancing wildlife monitor-
ing in gregarious species with drone swarms. In Dis-
tributed Computing and Artificial Intelligence, 21st In-
ternational Conference. Springer, 2024. In press.

SEPTEMBER 16-20, 2024, BRISTOL, UNITED KINGDOM 322


	Papers
	Drone Swarms for Animal Monitoring: A Method for Collecting High-Quality Multi-Perspective Data


