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ABSTRACT

This paper investigates challenges in design-
ing a single-input, single-output stabilizing con-
troller for the lateral dynamics of vision-based
autonomous line-following multicopters using
roll angle setpoints. The system input is at the
multicopter roll angle setpoint level. At the
same time, its output is the outcome of a com-
puter vision system that yields the distance of
the line marker reference to the optical center of
the image frame in pixels. After linearization,
we show that the resultant transfer function is
nonminimum phase. Furthermore, we show that
pure Proportional-Integral-Derivative (PID) con-
trollers render the closed-loop plant unstable for
all gains values. To solve this issue, we propose
an additional feedforward term, prove its effec-
tiveness in theory, and validate it through multi-
copter simulations including multicopter dynam-
ics with its internal cascaded stabilizing angle
and angular rate loops. Furthermore, we present
a computer vision algorithm for line tracking us-
ing contour analysis and Hue-Saturation-Value
color segmentation. Lastly, we validate our con-
troller in fully integrated system through flight
tests in a realistic simulation of an indoors envi-
ronment.

1 INTRODUCTION

This work studies the autonomous trajectory tracking
problem of a multicopter drone using downwards-facing cam-
era measurements of a visual line reference on the ground.
Typical applications and scenarios include power transmis-
sion lines and pipeline following and inspection. While the
commonplace strategy for solving this problem involves a
guidance law that sets yaw angle setpoints to the flight man-
agement unit (FMU) — responsible for implementing low-
level flight stabilization through cascaded angle and angular
velocity proportional-integral-derivative (PID) controllers —,
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we examine in this work an alternative solution involving roll
angle setpoints instead. However, since rolling towards a line
forcibly casts the line even away in the image plane, this con-
trol strategy yields a nonminimal phase system. We prove this
fact through linearization and study of the resulting transfer
function. Furthermore, we show that no PID controller gains
would stabilize the closed-loop system. This fact might ex-
plain why this strategy is not found in the literature.

1.1 Motivation
Our interest in line-following multicopters rose originally

from IMAV 2024’s indoor competition description [1], and is
driven by the applications that can be derived from it. As ex-
plained in [2, 3], the wide application spectrum covers areas
such as monitoring and surveillance, infrastructure inspec-
tion, precision agriculture, or real-time monitoring of road
traffic. Inspection of power lines and pipelines [4, 5, 2] to-
gether with crop row detection [6] are among the most dis-
cussed topics regarding autonomous UAV’s that require line-
following capabilities.

Additionally, the interest of rejecting GNSS positioning
and navigation follows from the unfeasibility of flying GNSS-
reliant drones in deprived areas such as indoors or large cities
[7]. These systems rely on external data, making them sus-
ceptible to hijacking or spoofing [8, 9, 3] and are expensive in
terms of weight and power budget [7]. GNSS-reliant UAV’s
do not perform well at low altitudes either, and as [10] indi-
cated in 2015, “Small autonomous drones flying at low alti-
tude will need more complex levels of control autonomy and
additional sensors to detect distances from the surrounding
environment and perform safe and stable trajectories. Vision
is a promising sensor modality for small drones”.

1.2 Related work
Most previous studies deliberately avoid combining

vision-based localization techniques and roll control. In
[11, 4, 5, 6, 12, 13], the multicopter’s orientation is adjusted
using only yaw-angle inputs. In [14], the guidance law sim-
ilarly sets the yaw-angle setpoints through a spatially dis-
cretized control action conditioned on the line’s location in-
side the image. Another strategy employed by [15] is the
use of an inward-tilted rotor configuration that allows for lat-
eral movement with reduced induced roll or pitch angles.
This strategy enabled the authors to minimize the distance
to the line without significant roll, thereby avoiding the non-
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minimal phase system considered in this paper. To com-
pletely avoid the issue, the authors in [16, 17, 18] use an in-
ertially stabilized gimbal camera, which keeps the camera’s
orientation aligned with the ground and independent of the
roll, pitch, and yaw motion of the multicopter.

In contrast to these methods, the approach proposed by
the authors in [19] for their autonomously landing multi-
copter aligns conceptually with the idea presented in this pa-
per. In their work, the distance to the landing target is esti-
mated using a downward-facing camera, which is then em-
ployed to control the quadcopter’s XY-position via PID roll
and pitch controllers. Similar to our approach, they account
for the additional distance introduced by the quadcopter’s tilt.
However, in their method, this control strategy is integrated
into an outer control loop, while an inner control loop utilizes
gyros and optical flow to stabilize the quadcopter and main-
tain proximity to the target. Furthermore, a GNSS-dependent
position controller is used beforehand to bring the quadcopter
close to the target. The camera-based distance measure-
ments are thus not used as the sole inputs for completely au-
tonomous navigation, thereby ignoring the challenge this in-
troduces. In contrast, our method relies exclusively on visual
input for controlling the multicopter’s positioning, offering a
more direct approach to autonomous vision-based navigation
and control.

In general, prioritizing roll-angle setpoints is beneficial,
as rolling dynamics are typically faster and less prone to sat-
uration. Notably, although this work focuses on the multi-
copter case, the problem is analogous to fixed-wing architec-
tures, which similarly rely on roll maneuvers to execute turns.

1.3 Paper structure
This paper is structured as follows: Section 2 states the

problem and the desired control structure architecture. Sec-
tion 3 contains the main contributions of this paper and
shows that although no PID controller gains stabilize the
proposed system, a feedforward term exists that renders the
unstable PID controllers closed-loop stable for a nonempty
set of gains. Sections 4 and 5 illustrate a practical hard-
ware/software implementation for the required computer vi-
sion algorithms and multicopter architecture for validating
the theory. Section 6 explains the practical implementation
and shows the results of flight simulations using the proposed
roll setpoint controller with feedforward compensation. Sec-
tion 7 closes the paper with the conclusion and discusses fu-
ture work.

2 PROBLEM STATEMENT

2.1 Dynamics model
The main focus of this work will be the control of the

multicopter’s side motion through roll. A simplified 2D
model is considered, consisting of a fixed reference frame
(YL, ZL) aligned with the line, and a moving reference frame
(yc, zc) aligned with the camera on the bottom of the multi-

yc

p⃗l/d

zc

YL

ZL
D

h

mg
cos(φ)φ

Figure 1: 2-Dimensional configuration: Two-dimensional
representation of the multicopter and the line.

copter. Figure 1 displays the system and the difference vector
pl/d= (0, D,−h)T between the two reference frames. The
difference vector considered in the fixed reference frame is
noted pL

l/d and in the camera’s reference frame pc
l/d.

For the camera, a simple pinhole model is considered.
The distance d seen by the camera in pixels, as shown in Fig-
ure 2, corresponds to the real distance D according to the
relation

d

f
=
D

h
⇔ d = f · D

h
. (1)

d

Camera

D

d

h

f

Figure 2: Pinhole Camera model: The distance to the line
seen on the screen compared to the real the real distance to
the line.

2.2 State space model derivation
A two-dimensional state vector x = (py vy)

T composed
of the position and velocity of the camera along the y-axis
is chosen. Let the output of the system y be the measured
distance d on the camera frame in pixels and the control input
u the multicopter’s roll angle φ. Assuming the multicopter
will only undergo small angle variations, the derivative of the
state vector is obtained:

˙⃗x =
d

dt

(
py
vy

)
=

(
vy

g · tan(φ)

)
≈
(
vy
g · φ

)
. (2)

To express the measured distance d in the camera’s frame,
the vector pL

l/d must be rotated around the x-axis according
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to the rotation matrix Rc
L :

p⃗cl/d ≡



dx
dy
dz


 = RcL · p⃗Ll/d =




0
h sin(φ)−D cos(φ)
h cos(φ) +D sin(φ)


 .

Knowing pc
l/d, Equation (1) is expressed in the camera’s ref-

erence frame:

d = f · dy
dz

= f · h sin(φ)−D cos(φ)

h cos(φ) +D sin(φ)
. (3)

Calculating the partial derivatives and evaluating at the point
(0, 0) yields





˙⃗x =

[
0 1

0 0

](
x1

x2

)
+

[
0

g

]
u

y =
[
− fh 0

](x1
x2

)
+
[
f
]
u

. (4)

The controllability and observability matrices

O =

[
0 g
g 0

]
; K =

[
−f 0
0 −f

]
(5)

are full rank, showing that the system is both controllable and
observable. The resulting transfer function is

G(s) = C · (s · I −A)−1 ·B +D

= f ·
(
s2 − g

h

s2

)
.

(6)

Equation (6) shows the presence of a zero in the right
half of the s-plane, indicating a non-minimum phase sys-
tem. To reduce the distance to the line d, the multicopter
must roll in the direction of the line, creating the acceleration
ay = g · tan(φ). This maneuver temporarily increases the
error d, exemplifying the well-known characteristic behavior
of non-minimum phase systems. Unlike many typical and
counter-intuitive examples used to illustrate non-minimum
phase behavior, the dynamics of this system is easily under-
stood and visualized, making it particularly valuable for edu-
cational purposes.

3 CONTROL OF THE SYSTEM

This section outlines the controller design aimed at
achieving the desired system behavior. Initially, the system’s
instability under a PID controller is demonstrated. Subse-
quently, a feed-forward mechanism is introduced to stabilize
the system. The section concludes with simulation results,
showcasing the control performance.

3.1 Instability under PID control
Using a PID controller of the form

C(s) = Kp +KI
1

s
+Kds

in a feedback control loop yields the following closed-loop
transfer function:

Hcl(s) =
C(s)G(s)

1 + C(s)G(s)

=
s4 +

(
Kp

Kd

)
s3 +

(
KI

Kd
− g

h

)
s2 −

(
Kp

Kd

g
h

)
s−

(
KI

Kd

g
h

)

s4 +
(
fKp+1
fKd

)
s3 +

(
KI

Kd
− g

h

)
s2 −

(
Kp

Kd

g
h

)
s−

(
KI

Kd

g
h

) .
(7)

A necessary condition for stability is that the coefficients
of the polynomial in the denominator must be non-negative.
This leads to the constraints





Kp+1/f
Kd

> 0
KI

Kd
> g

h
Kp

Kd
< 0

KI

Kd
< 0

. (8)

Considering the case where Kd > 0, the combination of the
second and last constraint of Equation (8) lead to an empty set
for the possible values KI can take. Considering the second
case where Kd < 0, the directions of the inequalities are
flipped and a similar contradiction is obtained. As a result, a
PID controller is not able to stabilize the system in a feedback
control loop.

3.2 Feed-forward compensation combined with a PD con-
troller.

Due to the inability of the PID controller to stabilize the
system, an alternative control strategy is investigated. In par-
ticular, a feed-forward compensation combined with a PD
controller is introduced.

xc

yczc
h

D′ D

XL

YL

ZL

φ

Figure 3: 3-Dimensional configuration: Visualization of the
additional error D′ created by the rolling of the multicopter.

A measurement h2 of the multicopter’s height h1 is used
and the additional error D′ created by the roll angle, as illus-
trated in Figure 3, can be fed forward. The additional error
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is approximated as D′ = h tan(φ) ≈ hφ, making again the
assumption of small angles. By subtracting D′ to the output
of the system, the remaining error will be the real distance D
between the multicopter and the line. The resulting control
scheme is shown in Figure 4.

C(s) G(s)

h2

-
+

y(s) = (G(s)-h).u(s)r(s) e(s) u(s)

-
+

Figure 4: Control scheme: Addition of the feed-forward
term to compensate the error.

By considering a PD controller

C(s) = Kp +Kds , (9)

the closed-loop transfer function becomes

Hcl(s) =
C(s)(G(s)− h2)

1 + C(s)(G(s)− h2)

=
s3 +

(
Kp

Kd

)
s2 −

(
fg

h1(f−h2)

)
s−

(
Kp

Kd

fg
h1(f−h2)

)

s3 +
(
Kp

Kd
+ 1

Kd(f−h2)

)
s2 −

(
fg

h1(f−h2)

)
s−

(
Kp

Kd

fg
h1(f−h2)

) ,
(10)

where a distinction is made between the actual height of the
multicopter h1 present in the system Equation (6) and the
measured height h2 to emphasise that these are different
values.

The Routh-Hurwitz criterion for a third order transfer
function d(s) = s3+a2s

2+a1s+a0 ensures that the closed-
loop system is stable if and only if the following two condi-
tions are met: a2, a1, a0 > 0 and a2 · a1 > a0. The transfer
function (10) is rewritten to

Hcl =
s3 + λs2 − γs− λγ

s3 + (λ+ α)s2 − γs− λγ (11)

by defining

λ =
Kp

Kd
; γ =

fg

h1(f − h2)
; α =

1

Kd(f − h2)
. (12)

Consequently, the first Routh-Hurwitz condition yields the
constraints:





λ+ α > 0

γ < 0

λγ < 0

⇔





λ > −α
γ < 0

λ > 0

. (13)

The second constraint is met when h2 >> f is considered.
The hovering height of the multicopter must be greater than
the camera’s focal length, which is the case for real systems.
The second Routh-Hurwitz condition yields:

(λ+ α)(−γ) > (−λγ)⇔ α > 0 , (14)

which enforces that Kd must be negative. Consequently, the
third constraint of Equation (13) dictates that Kp must also
be negative. The first constraint of Equation (13) yields

Kp <
1

h2 − f
, (15)

which is always met when h2 >> f andKd < 0. As a result,
the addition of the feed-forward term allows the stabilization
of the system using the PD controller in Equation (9).

The robustness of to feedback loop to variations of the
measurement h2 must be ensured. Considering small varia-
tions δh1 such that h2 = h1 + δh1, Equation (12) changes
to

λ =
Kp

Kd
; γ =

fg

h1(f − h1 − δh1)
; α =

1

Kd(f − h1 − δh1)
.

(16)
The previously obtained conditions (13) will be violated
when δh1 < 0 and |δh1| > |h1|, which goes against the
assumption that δh1 is a small variation.

3.3 Simulation
A Matlab Simulink model incorporating the nonlinear dy-

namics of a quadrotor and the Pixhawk attitude controller is
implemented as a first proof of concept for the proposed con-
troller. To model realistic operational constraints, a roll an-
gle limit of 0.26 radians ( ≈ 15◦) has been imposed on the
controller output. This constraint ensures that the roll angle
remains within realistic bounds during simulation.

The system’s performance in tracking a line with abrupt
changes is evaluated. The results from the simulations, il-
lustrated in Figure 5, indicate that roll adjustments allow the
multicopter to follow the line and react to the abrupt changes.

0
0.1

0.5

20

Y [m]

0.05

Z
 [m

]

Time [s]

1

10
0

1.5

0

Line
Drone path
Projection

Figure 5: Matlab simulation results: Tracking of an abrupt
changing line with gains Kp = −130 and Kd = −100. The
control is only performed in the y-direction and the fictional
z component is only for visualization purposes.

4 LINE DETECTION ALGORITHM

This section details the vision-based line detection algo-
rithm essential for the proposed control strategy, which relies
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Jetson Nano
Monocular Camera

Lidar

Horizontal FOV
62.2◦

height

Blue Line

Figure 6: Camera setup: Positioning of the monocular cam-
era and Lidar on the frame for effective data collection.

Table 1: Sony IMX219 camera parameters.

sensor width ws sensor height hs camera focal length f
3.68mm 2.76mm 3.04mm

on continuous distance measurements from the camera to the
line.

4.1 Camera Setup
To achieve a wide field of vision for detection, a camera

sensor with a fixed focal length and wide lens angle is re-
quired. For example, a downwards pointing monocular Rasp-
berry Pi Camera Module v2 with a Sony IMX219 CMOS sen-
sor is considered in this study. The dimension of the camera
are given in Table 1.

In a static image capturing mode, the camera has an active
pixel area of 3280× 2464 p, which can be used to determine
the camera’s horizontal and vertical field of view:

HFOV = 2 · arctan
(
ws
2f

)
= 62.37◦

V FOV = 2 · arctan
(
hs
2f

)
= 48.83◦ .

(17)

4.2 Contour Analysis and HSV Color Segmentation
The line-detection algorithm aims to extract the 2D coor-

dinates of the middle of the line by identifying it’s contour
within the image frame. These coordinates enable the calcu-
lation of the distance d to the center of the the image.

The image obtained from the monocular camera is repre-
sented in the RGB color model, where each color is defined
by its red, green, and blue spectral components. Luminosity
significantly influences the accuracy and reliability of object
detection within this model. To isolate therefore a specific
color and improve the robustness of the detection algorithm,
the image is converted to the HSV (Hue, Saturation, Value)
color space. A mask is applied to this HSV image and filters
out all colors except those within the specified color range.
Additionally, morphological operations like erosion and di-
lation are applied on the mask to improve the image quality
through noise reduction. These computer-vision algorithms
increase the visual distinctness of the line, making it better
discernible against the background.

Centroid: (511, 383)
Angle: 51.3 deg

Centroid: (512,460)
Angle: 0.0 deg

Figure 7: Line detection: Output of the line-detection algo-
rithm for a straight line and a line with an angle w.r.t. the
camera.

OpenCV functions are used to identify and filter contours
from the processed mask, applying a specified minimum area
threshold to exclude noise and irrelevant contours. Follow-
ing this, the contour with the largest area is determined and
approximated by a minimum area bounding rectangle. Pa-
rameters of this rectangle, like it’s corner coordinates, allow
to compute the centroid and the angle of the line. Figure 7
demonstrates a simulated scenario with the multicopter posi-
tioned at two distinct locations relative to the detected line.

5 HARDWARE AND SOFTWARE ARCHITECTURE

A big gap still exists between the proposed control strat-
egy and a practical implementation. This section proposes a
hardware and software architecture that allows to implement
a autonomous line-following multicopter.

5.1 Hardware
The proposed multicopter hardware features a Pixhawk

6X Autopilot Flight Controller integrated into a multicopter
frame similar to the Holybro X500 V2 quadcopter frame,
which is the one used in our lab. A platform is added to the
bottom of the multicopter’s frame to allow placement of the
camera and other sensors.

Figure 8: Frame: Holybro X500 V2 quadcopter

The Pixhawk autopilot system manages primary decision-
making tasks, control, and guidance, while a companion com-
puter (ex. a Jetson Nano) provides computer-vision capabili-
ties such as object detection and line tracking. Figure 9 shows
how the Pixhawk controller is linked to a telemetry module
for data transmission to a ground station. An RC receiver
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Companion
computer

Power Module

Lidar Lite

ESC Motor

Pixhawk

Telemetry Module

RC Receiver

Telemetry Module

QGroundControl RC Transmitter

Battery

Optical Flow
Sensor

Monocular
Camera

Figure 9: Hardware: Key components needed of the avion-
ics architecture.

must be considered to allow switching to manual control for
safety. Finally, a high accuracy range sensor like a Lidar-Lite
can be used to achieve millimeter-level precise height mea-
surements.

5.2 Software Network
The PX4 software contains a flight stack consisting of

cascaded controllers with an estimation library that uses an
Extended Kalman Filter for state estimation. Flight com-
mands and sensor information are received by the flight con-
troller from input interfaces such as the Radio control re-
ceiver, telemetry link, and the companion computer. Commu-
nication robustness between various components in the mod-
ular system is ensured by the MAVLink messaging protocol.
The companion computer transmits the position and angle in-
formation to the Pixhawk flight stack through these MAVLink
messages, as visualized in Figure 10.

The Pixhawk flight control architecture for the quadcopter
consists of a cascade of P and PID controllers. The angle con-
trol and altitude control functionalities are managed by two
separate Proportional(P) controllers at different locations in
the pipeline, each operating at distinct frequencies of 250Hz
and 50Hz respectively. Based on the received information,
the Flight Control algorithm computes the attitude setpoint
quaternion qsp and sends it to the Pixhawk cascade controllers
through the uORB subscribe/publish messaging protocol. By
directly transmitting an attitude setpoint, the control system
bypasses the initial stages of the Pixhawk cascade controllers,
specifically the position (P) controller and the velocity (PID)
controller.

6 PRACTICAL IMPLEMENTATION

In this last chapter, the proposed hardware and soft-
ware is implemented in a high-fidelity simulator with real-
istic physics in order to close the gap between the simulation
results and a real-world application. Results are obtained to
demonstrate that the proposed vision-based control method
performs successfully when integrated into a complete sys-
tem.

Companion
computer

Image processing Centroid
Angle

Cascade controllers

Flight Controller

qsp

Pixhawk

MAVLink uORB

Figure 10: Software: Communication pipeline between the
companion computer and the flight controller.

6.1 Simulation pipeline
The simulation made use of the Software-In-The-Loop

(SITL) framework provided by PixHawk, which integrates
the PixHawk autopilot flight stack with the Gazebo-Classic
simulator. A simulated indoor environment featuring blue
19mm lines on the ground was recreated within Gazebo-
classic, as shown in Figure 11. The 3DR Iris quadcopter
model, already implemented in the PX4 Firmware, was used
as the base multicopter model. A downward facing cam-
era with the same specifications as the previously mentioned
RaspberryPi Camera Module V2 and a range sensor were in-
corporated to this quadcopter model.

The video stream captured by the camera within the sim-
ulation is streamed via gstreamer to UDP port 5600. In par-
allel, a Python function established a connection to this port
to retrieve the video, acting therefore as the companion com-
puter. The OpenCV image processing library was used to
compute the centroid and angle of the recorded line in each
frame. The x and y coordinates of the centroid were then used
to calculate the distance between the quadcopter and the line.
This calculated data was subsequently transmitted back to the
Pixhawk autopilot via a custom MAVLink message using py-
MAVLink. Upon receipt, the Pixhawk autopilot translated
the MAVLink message into a custom uORB topic for internal
utilization. This streamlined communication pipeline enabled
seamless communication between the Gazebo simulator, the
image processing algorithm and the PX4 autopilot.

6.2 Control algorithms
The control algorithms were implemented in a custom

Flight Task, which has been added to the Altitude Flight
mode. Since the quadcopter is controlled through attitude set-
points, four separate control algorithms were used to control
the thrust, pitch, yaw and roll inputs respectively.

The thrust controller was particularly crucial, as it was
noticed that its performance influenced the roll controller’s
performance. The camera’s field of view and image process-
ing capabilities necessitate the line features to be stable and
sufficiently large for accurate detection. Furthermore, with-
out height compensation, roll inputs can cause the quadcopter
to descend unexpectedly. A PID-controller, operating at a
frequency of 100 Hz, was chosen and manually fine-tuned to
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achieve stable hovering at a desired height setpoint. Although
good performance was achieved, its control performance was
limited and was not without imperfections.

The roll controller, operating at 10Hz, was implemented
as prescribed in Section 3. The measured angle of the line
could be directly fed-forward to the yaw input, while the pitch
input was simply held constant.

The resulting pitch, yaw and roll Euler angles were con-
verted to a quaternion and together with the thrust setpoint
were packed into the attitude setpoint. Finally, disabling PX4
position controller and transitioning to Altitude mode, en-
abling the custom Flight Task, allowed for the autonomous
system to execute the developed control strategy.

6.3 Experiments and results
The performed simulation mimics the simulation of Sec-

tion 3.3, where a straight line with an abrupt 1m change must
be followed. A constant pitch value of θ = 0.008 rad and
a roll saturation of φ = 0.3 rad were used. These small an-
gles were chosen to prevent the multicopter from exhibiting
aggressive dynamics.

Figure 11: Simulator: View of the line configuration in the
Gazebo simulator.

The obtained results from the simulation are illustrated in
Figure 12. The multicopter is able maintain accurate track-
ing of the line and quickly correct the sudden 1-meter shift.
Compared to the theoretical simulation in Section 3.3, where
the coupling of roll control with other complex dynamics of
the multicopter was not addressed, there is noticeably more
oscillatory behavior observed. Overall, the drone is able to
successfully track the proposed configuration, validating the
proposed roll-control method. At the end of the simulation,
when the multicopter is commanded to land and the controller
is deactivated, the trajectory deviates from the blue markers.

By achieving consistent tracking in a realistic simulation
of the fully integrated system, the control algorithm’s effec-
tiveness in autonomously guiding the multicopter using only
visual input and range sensing is substantiated. Naturally, this
assumes the availability of suitable line markers for the image
processing algorithm.

0
3

2

2

z
 [
m

]

4

1
0 876543210

0 1 2 3 4 5 6 7 8
x [m]

0

1

2

3

y
 [
m

]

Line marker
Drone path

Figure 12: Simulation results: The colored path illustrates
the three-dimensional trajectory of the multicopter as it fol-
lows the blue line markers on the ground, with the color gra-
dient representing the drone’s altitude. The red curves denote
the projection of this trajectory onto the XY-plane.

7 CONCLUSION

This paper addressed the challenge of designing visual
line-following autonomous guidance laws using roll setpoints
instead of the commonplace yaw angle alternative. We show
that such a system could not be closed-loop stable with classi-
cal PID controllers. However, we propose a feedforward term
that renders the system closed-loop stable for a nonempty
set of PID controller gains. In particular, we show and dis-
cuss a PD controller design. We first evaluate the efficiency
of the proposed control strategy using a theoretical simula-
tion in Matlab that includes the nonlinear dynamics of the
multicopter and incorporates the Flight Management Unit
(Pixhawk) controllers’ architecture. Finally, the theoretical
analyses are validated by practically implementing a quad-
copter demonstrator in a high-fidelity simulation. The results
show that the proposed control method is successful for line-
following missions.

Having detailed the complete system design—from hard-
ware and software to practical implementation—our future
work will focus on transitioning this design to the x500 quad-
copter present in our lab. The control method will be incorpo-
rated as the baseline autonomous controller with a state ma-
chine to perform other, more complex autonomous tasks. We
aim to assess how the control method performs under real-
world conditions, addressing any discrepancies between sim-
ulation and practice.
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