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ABSTRACT

Direct Remote Identification (DRI) identifies and localizes
nearby Unmanned Aerial Vehicles (UAVs) by transmitting
the location and identity of the UAV and operator via Blue-
tooth or Wi-Fi. As of 1 January 2024, the EU mandates re-
mote identification for UAVs in category C. Current DRI sys-
tems have a limited range and lack digital signatures, making
them vulnerable to spoofing.

This paper addresses the first limitation by using a Fly-
ing Ad-Hoc Network (FANET) to extend the range of DRI
messages with a meshing algorithm. The second limitation is
tackled by investigating RSSI localization methods. Spoof-
ing detection is achieved by comparing estimated and broad-
cast locations. The meshed system was tested and reliably
received messages at a 1.6 km range, previously unattainable.
Localization experiments demonstrated the approximate lo-
calization of both static and moving DRI devices using a re-
ceiver network.

1 INTRODUCTION

As of 1 January 2024, the European Union’s 2019/947
regulation [1] mandates that Unmanned Aerial Vehicles
(UAVs) in category C use a modern remote identification sys-
tem. Two modes exist: Network Remote Identification (NRI)
is used within U-space airspace, while Direct Remote Identi-
fication (DRI) is used outside of U-space.

Both modes transmit operator and UAV information, but
NRI broadcasts globally via the internet, while DRI broad-
casts locally. Only DRI is required for operations outside U-
space, allowing authorities and the public to receive informa-
tion within a certain range through software applications.

The DRI standard [2] supports four wireless technologies:
Bluetooth Legacy Advertising, Bluetooth Long Range, Wi-Fi
Beacon, and Wi-Fi Neighbor Aware Network (NAN). These
technologies have a limited range of a few hundred meters
[3].

Moreover, the DRI standard lacks specifications for ver-
ifying message through digital signature. While the Internet
Engineering Task Force is working on DRI security [4, 5],
current specifications do not address this, making spoofing a
significant threat to UAV situational awareness and airspace
security. A malicious actor could transmit false DRI mes-
sages, evading detection or simulating one or more UAVs
with a single transmitter.

The two weaknesses of the current DRI standard are il-

Figure 1: The green UAV is able to receive DRI messages
from the blue and red UAV. However, the DRI scanner appli-
cation only receives DRI messages from the green UAV. The
blue and red UAV have no knowledge of each other. The sys-
tem is vulnerable to spoofing devices.

lustrated in Fig. 1. The contribution of this work is to 1)
demonstrate how the range of DRI can be increased with the
use of mesh networking to create a Flying Ad-Hoc Network
(FANET), and 2) investigate how a device transmitting fake
DRI messages can be localized using a receiver network.

The paper is organized as follows: Section 2 of the paper
gives an overview of the state of the art with the field of ad-
hoc mesh networks for UAVs and localization using wireless
sensor network. Section 3 describes the architecture of the
presented DRI FANET, including 1) how it extends the range
of DRI messages (Section 3.1) and 2) how it localizes DRI
spoofing devices (Section 3.2). The results are discussed in
Section 4. Finally, Section 5 covers the conclusion and future
work.

2 STATE OF THE ART

Ho et al. argues that flooding is a viable broadcasting
algorithm for high reliability in very dynamic networks [6].
The argument is based on the fact that keeping accurate in-
formation of neighboring nodes is difficult for high-mobility
nodes. Simulations are performed that visualize how the
flooding algorithm performs in terms of the number of col-
lisions, duplicate messages, and packet loss as a function of
the node speed.

In [7], the difficulties related to broadcasting information
in a mobile ad-hoc network are addressed. These concerns
can be directly transferred to FANETs. The paper focuses on
the broadcast storm problem, which is a collection of prob-
lems associated with flooding. To combat issues regarding
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redundancy, network congestion and packet collisions, the
authors propose different broadcast algorithms such as prob-
abilistic and location-based schemes, and analyze their per-
formance.

In [8], the authors propose a solution to reduce broad-
cast redundancy in wireless mobile networks. The proposed
solution is the Scalable Broadcast algorithm (SBA), which
uses 2-hop neighbor information to make local decisions with
very little overhead. Other neighbor knowledge methods ex-
ist, where the routing decision is not made locally but instead
predetermined by the previous transmitter [9, 10].

Williams and Camp categorize and use simulation to
compare different broadcasting algorithms usable in mobile
ad-hoc networks [11]. The categories include simple flood-
ing, probabilistic methods, area-based methods, and neighbor
knowledge methods. In terms of redundant retransmissions
of packets in dense networks, their results show that sim-
ple flooding performs the worst, while the neighbor knowl-
edge methods perform the best. Additionally, they show that
neighbor knowledge methods that do not make local deci-
sions perform the worst in high mobility networks, in terms
of packet delivery ratio.

Localization of Wireless Sensor Nodes (WSNs) is an ac-
tive area of research as more wireless devices with a need
for a location estimate enter the market [12]. A common ap-
proach in localization is to use anchor nodes that broadcast
their known locations to estimate the position of other nodes
[13]. In the context of DRI, the roles are instead reversed,
as the goal is to localize a spoofing device based on the in-
formation the device itself transmits. Localization of WSNs
can broadly be categorized in two categories; range-based and
range-free localization [14]. Range-based localization meth-
ods utilize a distance or angle measurement between an un-
known position and several anchor nodes with known posi-
tions.

Estimating the distance to anchor nodes is often done us-
ing the log-distance path loss model given that the received
power, path loss exponent, and a reference received power at
e.g 1m is known[15, 16]. The main challenge in using the
log-distance path loss model lies in estimating the path loss
exponent, which is dependent on the environment. In [16] the
path-loss exponent and reference received power are numeri-
cally estimated through a least squares minimization.

Blumental et.al proposes a range-based localization
method called Weighted Centroid Localization (WCL) algo-
rithm in [17]. Sensor nodes with unknown positions can es-
timate their position as a weighted sum of the anchor nodes’
positions, where the weight is determined based on the dis-
tance between the sensor node and anchor nodes. In [18]
a range-free extension of the WCL algorithm is proposed,
the Weight Compensated Weighted Centroid Localization
(WCWCL) algorithm, where the weights no longer rely on a
distance measurement, but purely the signal strength. Simula-
tion and experimental results show an improved localization

accuracy compared to WCL.

3 DRI FLYING AD-HOC NETWORK (FANET)

The conceptional idea of presented DRI FANET is illus-
trated on Fig. 2. Each DRI device in the FANET is based
on an XIAO ESP32-C3 development board [19], which is a
suitable candidate for an embedded platform used in mesh
network applications on UAVs due to the following reasons;
it has both Bluetooth and Wi-Fi capabilities; it has an onboard
battery circuit; it has a low price; the weight is 10 g, and; it
has the size of 21mm × 17.5mm. For further details, we
refer to the Master’s Thesis of M. F. Høffer and V. D. Herlev
[20].

Figure 2: All UAVs are aware of each other and the DRI scan-
ner application receives DRI messages from all UAVs. This
is achieved by the green UAV forwarding messages from the
others. Additionally, the spoofing devices are localized.

3.1 Extending the coverage range of DRI

The conceptual idea of extending the coverage range of
the DRI is illustrated on Fig. 3, and is obtained by having in-
dividual nodes receive the DRI messages and retransmit them
based on a forwarding rule. Since only broadcasting is con-
sidered, this rule will be determined by a broadcast algorithm.
If the forwarding rule was to retransmit all packets blindly,
the packets would be broadcast. However, the network would
quickly become congested because of the packets moving in
loops.

Figure 3: DRI ad-hoc mesh network principle. A DRI re-
ceiver listens for DRI messages, if the forwarding rule de-
cides that the message should be forwarded, it is rebroadcast
using the DRI transmitter, otherwise, it is dropped.
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Figure 4: Sparse net-
work where the struc-
ture can be described as
a tree or a graph without
cycles.

Figure 5: Dense fully con-
nected network. Every node
is connected to every other
node.

3.1.1 Comparison of different broadcast algorithms

Table 1 summarizes the different broadcast algorithms that
have been considered for the DRI FANET; In simple flood-
ing, every node forwards every packet exactly once; The three
probabilistic methods counter-based, distance-based, and
location-based use a threshold value to determine whether to
forward a packet; The two neighbor-based approaches, Scal-
able Broadcast Algorithm (SBA) and Ad-Hoc Broadcast Pro-
tocol (AHBP), use two-hop neighbor knowledge to determine
whether to forward a packet, where: 1) In SBA, if a node has
neighbors that are not covered already, it will rebroadcast the
packet, and 2) In AHBP every node selects a list of Broadcast
Relay Gateways (BRGs), which are the only nodes allowed
to forward the packet. The BRGs are selected such that all
nodes in the network will be covered by a broadcast. Some
of the algorithms require attaching additional information to
the DRI messages. Modification of DRI messages can result
in standard receivers not being able to receive the forwarded
message, which is not desirable.

In [11], Williams and Camp categorize and compare
different broadcast algorithms in simulation. Their results
show that the two probabilistic methods counter-based and
location-based perform worst in dense networks (Fig. 5),
while AHBP performs worse for networks with high mobil-
ity. Additionally, the probabilistic methods do not guarantee
delivery in certain network topologies.

It is assumed that networks consisting of UAVs are sparse
(Fig. 4) and have a highly dynamic topology, as the UAVs
are expected to move. In this case, both SBA and simple
flooding are applicable algorithms. However, SBA has in-
creased overhead in keeping track of neighboring nodes. Ad-
ditionally, SBA does not rebroadcast messages at the ends
of branches and therefore has reduced coverage compared to
simple flooding. For this reason, the simple flooding algo-
rithm is chosen to extend the range of DRI.

3.1.2 Implementation

The simple flooding algorithm is implemented on the ESP32-
C3 as illustrated on Fig. 6. Additionally, integration with
a flight controller is achieved through MAVLink[21]. This

makes the UAV aware of other UAVs on the network, as well
as making other UAVs on the network aware of the UAV it-
self.

Figure 6: Integration of the DRI with a PX4-based flight
controller for extending its coverage range using the simple
flooding broadcast algorithm.

3.1.3 Results

The experimental validation of extending the DRI range is
visualized on Fig. 7. The DRI FANET consists of eleven
ESP32-C3s, each with the simple flooding broadcast mesh
algorithm implemented.

Figure 7: Location of relay nodes used for broadcast mesh
network verification. AirPlate[22] and quadcopter are placed
on one end of the chain and a DRI scanner on the other end.
DRI messages transmitted by the Airplate and quadcopter
will be forwarded through the chain of relay nodes using the
developed broadcast algorithm.

Two PX4-based [23] flight controllers are used in the
setup; One of the flight controllers is used for controlling
a multirotor UAV that will be flying and transmitting DRI
messages at 10Hz, and; One flight controller is connected
to a Ground Control Station (GCS), used as a DRI scan-
ner through QGroundControl[24]. Both flight controllers are
communicating with an ESP32-C3 using the MAVLink pro-
tocol, as illustrated on Fig. 6. An AirPlate [22], a spinout
from the GENIUS project [25] is used to verify that the
FANET also supports devices without mesh network capabil-
ities. The airline distance between the two ends of the relay
chain is approximately 1.6 km. Fig. 8 shows the frequen-
cies at which the messages from the quadcopter and AirPlate
arrive at the DRI scanner. The altitude of the quadcopter is
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Algorithm Can be implemented with-
out modifying DRI?

Most applicable for sparse
or dense network?

Handles networks with dy-
namic topology well?

Simple Flooding Yes Sparse Yes
Counter-Based Yes Dense Yes
Distance-Based Yes - -
Location-Based No Dense Yes
SBA Yes All Yes
AHBP No All No

Table 1: Comparison of different broadcast algorithms, where the properties relevant in the context of a DRI FANET are shown.

Figure 8: Moving average, with a window size of 150, of
the frequency at which DRI messages arrive at the DRI scan-
ner from the quadcopter and AirPlate respectively. The quad-
copter broadcasts at 10Hz, while the AirPlate broadcasts at
1Hz.

plotted alongside the frequency, to show that the frequency is
lowest when the quadcopter is on the ground.

The message frequency can be used as a measure for the
delivery ratio, as it ideally should be 10 Hz and 1 Hz for the
quadcopter and AirPlate respectively. To validate the imple-
mented solution, it was verified that all of the messages arriv-
ing at the DRI scanner came from the last node in the relay
chain exclusively. A video of the experiment can be found in
[26].

3.2 Localization of a DRI spoofing device using FANET

As mentioned, the DRI specification does not implement
any sort of verification of DRI messages. As a result of this,
all of the information in the DRI messages could be spoofed.
Figure 9 illustrates the potential issues that can arise from this
vulnerability. This section investigates if it is possible to lo-
calize a device transmitting DRI messages. This can then be
used to determine if a device is spoofing its position. De-
tecting if other information in the DRI messages is incorrect,
such as the UAV and operator ID, is not considered.

One measurable metric that can be used for localiza-
tion is the Received Signal Strength Indicator (RSSI). In the
presented work, two localization methods based on RSSI
measurements are evaluated; 1) Multilateration, a range-
based RSSI localization method, and 2) Weight Compen-
sated Weighted Centroid Localization (WCWCL), a range-
free RSSI localization method.

Figure 9: Example of a single device spoofing HCA airport.
Note that the experiment is performed in an isolated environ-
ment and therefore caused no impact on real-world air traffic.

3.2.1 Multilateration

Based on the log-distance path loss model, the distance be-
tween transmitter and receiver can be estimated using Eq. (1),
where RSSI(d0) is a reference RSSI measurement made at a
distance d0 and n is the path loss exponent.

d = d010
RSSI(d0)−RSSI(d)

10n (1)

In the context of DRI spoofing, there will be one transmit-
ter and N receiver nodes. For each receiver node ni with
coordinates (xi, yi), a corresponding distance estimate di to
the transmitter will be calculated. Each distance estimate will
correspond to a circle with center (xi, yi) and radius di, that
the transmitter can be located on. In an ideal case, the circles
intersect at exactly one point (x, y) which can be determined
analytically. Due to inaccuracies in the distance estimates this
is however unlikely. If several anchor nodes n > 3 are used,
an over-determined system of equations can be formulated as
seen in Eq. (2).

(x− x1)2+(y − y1)2 = d21
...

(x− xn)2+(y − yn)2 = d2n

(2)
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The system of equations can be represented on matrix
form as Ax = b, which can be solved using Eq. (3), where
x̂ = (x̂, ŷ) is the estimated transmitter position.

x̂ = (ATA)−1AT b (3)

3.2.2 WCWCL

Range-free localization does not rely on a distance measure,
and therefore not on an estimate of the path loss exponent. In
[18] a novel range-free localization algorithm, called Weight
Compensated Weighted Centroid Localization (WCWCL), is
presented. In WCWCL each anchor node in the receiver net-
work is assigned a weight, which is calculated based on the
RSSI value as shown in Eq. (4), where g is the degree that
determines the contribution from each receiver node.

Wi =
wi
n∑
j=1

wj

=

√(
10

RSSIi
10

)g

n∑
j=1

√(
10

RSSIj
10

)g (4)

A weight compensated weight Wci is then calculated to in-
crease the weight of receiver nodes that are closer to the trans-
mitter, this is shown in Eq. (5), where n is the number of
receiver nodes.

Wci =
Wi · n2Wi

n∑
j=1

(Wj · n2·Wj )
(5)

Based on the assigned weights the position of the trans-
mitter P is then calculated as the sum of the product of the
weights Wci and the position of each receiver node Pi, as
shown in Eq. (6).

P =

n∑

j=1

(Wci · Pi) (6)

Figure 10: Receiver node with an ESP32-C3 and a 2.15 dBi
stacked dipole whip antenna mounted on a bamboo stick,
used in the localization experiment.

3.3 Results
3.3.1 Preliminary experiment

To evaluate the performance of the presented localization
methods, a DRI receiver network of seventeen ESP32-C3s
is used for the localization experiment. Each ESP32-C3 is
equipped with 2.15dBi stacked dipole whip antennas [27] and
is distributed in a circular area with known positions. One of
the receivers can be seen on Fig. 10. For each experiment, 500
DRI messages are transmitted from a static known location.
Three different experiments are conducted; 1) static RSSI lo-
calization experiment with its default transmissions power, 2)
static RSSI localization experiment with different transmis-
sions power, and 3) RSSI localization experiment while mov-
ing the spoofing device around.

Static RSSI localization experiment: The static RSSI
localization experiment is performed in 15 different locations.
The results from three of these can be seen on Fig. 11.

Figure 11: Receiver locations are in black, and the true trans-
mitter location is in red. WCWCL estimates (g = 1.5) are
shown in blue, and multilateration estimates (n = 2) in green.
The mean estimate location is marked with larger green and
blue icons.

Static RSSI localization experiment with changing
transmission power: Assuming a spoofing device was
present, a continuously varying transmitter power could be
expected to simulate different locations. To simulate a trans-
mitter device changing its output power, the RSSI measure-
ments are manually offset with ±5dB, as shown in Fig. 12.

(a) Original RSSI
measurements

(b) -5dB from
RSSI to simulating
weaker transmitter

(c) +5dB to RSSI
simulating stronger
transmitter

Figure 12: RSSI localization using whip antennas, showing
the impact of changing transmitter power. Receiver locations
are in black, true transmitter locations in red, WCWCL esti-
mates (g = 1.5) in blue, and multilateration estimates (n = 2)
in green. The mean location of estimates is marked with
larger green and blue icons.
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Moving RSSI localization experiment: A final local-
ization experiment was conducted while moving an AirPlate
around. The experimental setup is identical to the previous
two static experiments. The AirPlate is moved around in a
spiral for 398 seconds while the position is logged through
the transmitted DRI messages. The WCWCL position esti-
mate and the global position from the AirPlate are plotted on
Fig. 13a. A moving average with a window size of 200, cor-
responding to 20 seconds of data, is used to filter the position
estimates as shown on Fig. 13b.

(a) Unfiltered WCWCL posi-
tion estimate.

(b) Moving average of
WCWCL position estimate.

Figure 13: Comparison of the logged GPS position of the
AirPlate in red and the estimated position using WCWCL
with g = 1.8 in blue. The receiver locations are visualized
in black.

3.3.2 Real-world validation

To evaluate the practicality of the proposed solution in a real-
world context, an experiment was conducted at the Danish
national UAS test center, at Hans Christian Andersen Airport
(HCAA), Odense, Denmark, where spoofing poses a poten-
tial security threat. For this experiment, eight DRID receivers
configured to log DRID messages onto an SD card were de-
ployed in a triangular arrangement on a small section of the
airport fence, with a maximum separation of 150 meters be-
tween them. All receivers were equipped with 9dBi stacked
dipole antennas. The DRID emitter used in this experiment
was an AirPlate [22], which was mounted underneath a DJI
Mini 4 Pro drone. The drone was flown around the airport at
various altitudes to simulate different operational conditions.
Figure 14 below illustrates the experimental setup.

To test the localization accuracy of the system, the drone
was hovered for 15 seconds at altitudes of 25, 50, 75, and
100 meters, respectively. The results of those hover tests are
presented in Table 2, and can be visualized in Figure 15. It
can be seen from Table 2 that the mean error tends to increase
at higher altitudes.

Additionally, the UAV was flown around the airport at a
constant altitude to observe the system’s behavior as the UAV
crossed the boundary of the coverage area. As shown in Fig-
ure 16, when the UAV operates outside the coverage area,

(a) DRID receiver with 9dBi
stacked dipole antenna, and
SD logging capability.

(b) AirPlate DRID emitter
mounted underneath the DJI
Mini 4 Pro.

(c) Map of the location of the DRID receivers at the HCAA.
Figure 14: Real-world spoofing localisation experimental
setup at HCA airport using eight DRID receivers, and an Air-
Plate DRID emitter mounted below a DJI Mini 4 Pro.

Table 2: Mean Error and Standard Deviation of Hover Test

Altitude Mean Error Standard Deviation
25 m 5.026 m 17.902 m
50 m 9.217 m 39.380 m
75 m 41.900 m 17.788 m

100 m 13.322 m 24.225 m

Figure 15: Localisation results from the experiment at alti-
tudes of 25, 50, 75, and 100 meters. The colored dots repre-
sent the averaged localization predictions from the system,
while the green dot indicates the true GPS location of the
UAS at each altitude.
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the predicted location is positioned at the edge of the cover-
age zone, leading to inaccurate localization. However, this
prediction can still serve as a directional guide, assisting in
narrowing down the search area outside the fence.

Figure 16: Localisation results as the UAS flies in a circle at a
constant altitude crossing the boundary of the coverage area.

4 DISCUSSION

Theoretical Limits of the Broadcast Algorithm: The
theoretical upper and lower bounds on the maximum num-
ber of nodes in a simple flooding mesh network were esti-
mated based on idealized assumptions: perfect synchroniza-
tion, no collisions, no additional network traffic, no latency,
and a static topology. With a transmission time of 1.674 ms
per message [20] and a broadcast rate of 1Hz, the maximum
number of nodes in a fully connected dense network is esti-
mated to be 24. For a sparse network with nodes in a straight
line, the maximum is 199. These calculations illustrate the re-
dundancy in transmissions within a dense network using sim-
ple flooding.

Comparison Between Multilateration and WCWCL:
The WCWCL algorithm outperforms multilateration, with a
mean error of 27 m compared to 35.8 m. Multilateration is
also more computationally intensive due to least squares min-
imization. However, WCWCL cannot localize devices out-
side the convex hull formed by the receiver nodes, limiting the
detection area for spoofing. WCWCL’s robustness to changes
in transmit power, as shown in Fig. 12, is a significant advan-
tage, unlike multilateration, which is sensitive to transmitter
power changes. Both methods are only effective for devices
using omnidirectional antennas; directional antennas require
a different approach and other algorithms.

Error sources: The localisation experiments were con-
ducted in an unobstructed environment. Any obstructions af-
fecting signal strength will impact location estimates.

Extended range of DRI: DRI messages were success-
fully transmitted through the FANET over a 1.6 km range.
This range is not a limitation of the FANET; theoretically,
DRI messages can be extended indefinitely if reliable con-
nections exist between all nodes. However, the FANET im-

plementation does not verify DRI message authenticity, po-
tentially allowing a spoofing device to extend its coverage if
within FANET range.

Message Frequency Through the FANET: Fig. 8 shows
the frequency at which DRI messages are received by the
scanner through the FANET. For the AirPlate, the frequency
is ≈ 0.6Hz, which does not meet the DRI standard, although
the AirPlate complies with the 1Hz regulation. Message fre-
quency decreases with the number of hops through the net-
work. Reliability can be enhanced by increasing rebroadcasts
or the original transmission frequency, as discussed in [20].

Location Estimate of Moving Versus Static Transmit-
ter: The moving transmitter experiment yielded better results
than the static one, likely due to a bias-variance tradeoff.
Static transmitters might introduce a bias due to misalign-
ment, while the movement of the AirPlate reduces bias but
increases variance, which can be mitigated through filtering.

5 CONCLUSION AND FUTURE WORK

To extend the range of DRI messages using a FANET, dif-
ferent broadcast algorithms were evaluated, and simple flood-
ing was found to be the most effective for sparse and dynamic
mesh networks. The results confirm that the implemented al-
gorithm effectively extends DRI message range. DRI mes-
sages from a quadcopter with an original frequency of 10 Hz
were received at 1.5 Hz to 8 Hz, while messages from the
AirPlate transmitted at 1 Hz were received at approximately
0.6 Hz. The experiment also confirmed successful DRI and
Mavlink integration.

For DRI message spoofing, two RSSI localisation meth-
ods were tested. The WCWCL method proved more
favourable than multilateration, as it is robust to changes in
transmitter power and does not require reference measure-
ments. Although both methods showed significant locali-
sation errors, WCWCL provided a reasonable estimate of a
moving DRI transmitter using a moving average.

Future work includes: 1) adding fields to the DRI pay-
load for hop counter, RSSI, location from the first forwarding
node, and authentication signatures; 2) equipping a UAV with
an ADS-B receiver to enhance awareness of nearby aircraft;
3) extending localization to 3D by arranging the receiver net-
work in different planes; 4) implementing a hybrid localiza-
tion approach with both omnidirectional and directional an-
tennas to allow WCWCL to determine if a transmitter is out-
side the receiver network’s convex hull; and 5) developing
a self-calibration method where receiving antennas routinely
broadcast fixed-power messages to improve accuracy and re-
duce variance from external disturbances like weather.
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