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ABSTRACT

Remotely Piloted Aircraft Systems (RPAS),
commonly known as drones, have been in-
tegrated into various activities since the first
decade of the 21st century, driven by technolog-
ical advancements and globalization [1]. How-
ever, the high cost of drones, particularly due
to the image capture device, limits their acces-
sibility in social and educational sectors, with
the imaging component representing up to half
of the total equipment cost. To address this
challenge, this research evaluates the effective-
ness of four affordable cameras — IMX519, IP-
CAM, ESP32, and ANALOGIC — that were not
originally designed for drones, aiming to iden-
tify their potential in detecting two-dimensional
ArUco markers. The analysis considers sev-
eral criteria, including resolution, power con-
sumption, brightness, weight, and detection per-
formance. The tests were conducted outdoors,
with the cameras configured to capture images at
five flight altitudes (3, 6, 9, 12, and 15 meters)
under varying light conditions throughout the
day. ArUco markers of different sizes (100, 200,
300, and 400 mm) were used to assess the cam-
eras’ detection capabilities. The results revealed
significant variations in performance among the
cameras. The IPCAM stood out with the best
overall detection average, consistently demon-
strating superior performance, particularly at
lower altitudes and with 400 mm markers. Al-
though the ESP32 offers advantages in power
consumption, weight, and cost, these differences
are secondary compared to the IPCAM’s remark-
able superiority in marker detection. Therefore,
the results indicate that the IPCAM is the most
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recommended choice for efficient ArUco marker
detection, offering the best balance between per-
formance and cost-effectiveness for RPAS appli-
cations with computer vision systems.

1 INTRODUCTION

The so-called Remotely Piloted Aircraft Systems (RPAS),
popularly known as “drones”, are devices that have become
intrinsically linked to various industrial, operational, social
and leisure activities since the first decade of the 21st century.
These technological transformations driven by globalization
require individuals to adapt to the contemporary world [1].

However, there are still several challenges that prevent the
integration of these innovations into the daily lives of soci-
ety, within low-capital corporations, and in education, partic-
ularly due to their high cost.

One of the factors contributing to their elevated price is
the image and video capture device, which is essential for
several tasks, such as area mapping, object detection, preci-
sion agriculture, and inspections. However, in many cases,
this device can represent up to half of the total equipment
cost. Thus, there is a need for the development or functional
repurposing of photography and filming technologies aimed
at increasing the accessibility of RPAS.

From this perspective, this research proposes a functional
redirection by comparing the effectiveness of four affordable
camera models, which, although not originally developed for
use in drones, are evaluated in this context to identify their
potential application in such devices. The different cam-
eras were tested with the detection of two-dimensional ArUco
markers of different sizes, considering variables such as light
levels (LUX) and flight altitude, elements that are capable of
influencing the system’s performance.

According to the analysis of the results obtained, it is pos-
sible to identify which environmental conditions and cam-
era combinations offer the best accuracy in detecting ArUco
markers and, consequently, determine the device with the
greatest cost-benefit for use in RPAS with embedded com-
puter vision systems.

2 RELATED WORKS

ArUco markers are fiducial squares with a black-and-
white binary pattern, widely used for pose estimation in sev-
eral applications, including autonomous robots, virtual train-
ers, and unmanned aerial vehicles [2] [3] [4]. The OpenCV
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library, used for developing computer vision algorithms, has
a module dedicated to the detection of these markers [5].

ArUco markers are configured in a 7x7 matrix, totaling 49
cells, with 24 allocated to the border and 25 to the data area.
This area is subdivided into 15 cells to ensure integrity and
10 for information encoding, allowing for up to 1,024 com-
binations. Integrity is ensured through a logical verification
scheme across the columns, enhancing the robustness of the
detection system [6].

Despite the choice of the ArUco marker, other binary
square fiducial markers, such as Matrix [7] and ARTag [8],
also have similar applications. When detected by cameras,
these markers enable the execution of a single pre-established
function in the UAV, while also allowing the estimation of the
position of a monocular camera at minimal cost, with high ro-
bustness and speed.

In a literature review on autonomous vehicles using RGB
camera-based vision, [9] highlighted the effectiveness of
these cameras under different visibility conditions and in
complex scenarios. Studies such as those by [10], [11], and
[12] demonstrated that the use of monocular cameras, com-
bined with deep learning, overcame the limitations of other
sensors such as LiDAR, especially in detecting objects at dif-
ferent scales, under various lighting conditions, and across
different viewing angles and speeds, enabling precise map-
ping, localization, positioning, and landing of the aircraft.

[3] conducted a study that combined two cameras with
distinct characteristics — a fisheye lens camera and a stereo-
scopic camera — with the objective of facilitating the au-
tonomous landing of drones on mobile ground vehicles in
GPS-denied environments. This work is closely related to the
present study, as the features of different cameras and their
adaptability to various lighting conditions are critical factors
for both accurate detection and precise drone control.

A recent study by [13], which utilized an event-based
camera for ArUco marker detection, revealed that this type
of sensor achieves a significantly higher detection rate un-
der high-speed conditions and varying levels of illumination
compared to conventional RGB cameras. Key variables such
as flight altitude, lighting conditions, and rapid camera move-
ment were found to influence detection efficiency, highlight-
ing the importance of considering these factors when assess-
ing the performance of different drone-mounted cameras in
ArUco marker detection.

3 MATERIALS AND METHODS

Initially, image capture devices were selected based on
availability and a maximum configuration cost of $150.00, in-
cluding the device and the equipment required for its full op-
eration. Based on these criteria, four different configurations
were designated for standardization purposes as IMX519, IP-
CAM, ESP32, and ANALOGIC.

To perform the comparative analysis, the different sys-
tems were tested with the detection of standardized ArUco

two-dimensional markers in sizes of 100, 200, 300, and 400
mm using the ’Original ArUco’ dictionary, although for the
purposes of this analysis, only ID48 was used

Detections were performed in an open-air environment,
on the surface of a road built with concrete blocks. ArUco
markers of various sizes were arranged side by side for image
capture. The four camera configurations were mounted on the
RPA to ensure that all images were captured under the same
conditions.

Flights were set at altitudes of 3, 6, 9, 12, and 15 me-
ters, and for each established flight altitude, the cameras were
configured to capture 30 images, excluding those where one
or more of the four marker sizes were out of frame. The col-
lection resulted in a total of 90 images per flight altitude for
each camera. Thus, each camera produced 450 images, total-
ing 1,800 images in the dataset

Since the images were captured outdoors at different
times throughout the day, ambient light levels were also mea-
sured, as lighting is a determining factor in the quality of the
image recorded by the camera sensor. The light was measured
using the INS-1381 Digital Luxmeter during each flight con-
ducted for image capture. The luxmeter was leveled in a hor-
izontal position on a pedestal 120 cm above the ground and
positioned less than 2 meters from the ArUco markers. Ad-
ditionally, image metadata, such as longitude, latitude, and
time, were recorded.

3.1 Setups

3.1.1 Setup 1: IMX519

Configuration 1 utilizes the IMX519 digital image capture
sensor, which provides 16 megapixels (Mp) and supports a
maximum resolution of 4656 x 3496 pixels, with a transfer
rate of up to 9 frames per second (fps) at this resolution. At
lower resolutions, the sensor can achieve up to 120 fps. How-
ever, for the purposes of this study, a resolution of 1920 x
1080 pixels at 30 fps was selected.

Figure 1: IMX519 camera module and Raspberry Pi 4B that
make up the setup 1

It also features an 80° (diagonal) field of view, a 1/2.53-
inch CMOS sensor, an f/1.75 lens, dimensions of 34 mm x
34 mm x 26.23 mm, a weight of 4g, and operates within a
temperature range of 0ºC to 70ºC with an operating voltage
of 5 volts.

For its operation, the Raspberry Pi 4 Model B single-
board computer was utilized, connected via a flat cable to the
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Camera Serial Interface (CSI). According to the datasheet re-
leased by Raspberry Pi (Trading) Ltd. (2019), this model is
equipped with a high-performance 64-bit quad-core proces-
sor, offering robust performance and thus enabling the effi-
cient execution of complex tasks.

3.1.2 Setup 2: IPCAM

Configuration 2 consists of the Hw0043 image capture de-
vice, a security camera with 1 MP and a maximum resolu-
tion of 1280 x 720 pixels, which was the resolution used. It
supports an image transfer rate of up to 30 fps and can be
connected via Ethernet port or WiFi.

Figure 2: Wanscam HW0043 Wi-Fi security camera

The device operates in a temperature range of -10ºC to
50ºC, features a 110º diagonal field of view (FOV), a 1/4”
CMOS sensor, a 3.6 mm lens, and operates at a voltage of 5V.
To reduce its weight, the protective aluminum casing was re-
moved; therefore, the camera now weighs approximately 31g
and measures 32.3 mm x 32.8 mm x 38.9 mm. This camera
is integrated with the MT7601un WiFi module, which oper-
ates in accordance with the IEEE 802.11b standard and can
achieve speeds of up to 150 Mbps.

3.1.3 Setup 3: ESP32

Configuration 3 is composed of the OV2640 IoT image cap-
ture device, manufactured by OmniVision. It features a 2-
megapixel sensor, a maximum resolution of 1600x1200 pix-
els, and an image transfer rate of up to 60 fps. However, a
resolution of 1024x768 pixels was utilized for this study. The
device includes a 1/4-inch CMOS sensor, dimensions of 8.1
mm x 8.1 mm x 5.7 mm, and operates within a temperature
range of 0ºC to 50ºC, with a voltage requirement of 5V.

Figure 3: OV2640 62º Camera

Using a small flat cable, the OV2640 camera is integrated
into the ESP32-CAM board, which includes a serial input
compatible with the device. This assembly weighs 10 grams,
with a lens that has a 62º field of view (FOV), operates at 5V,
and exhibits a power consumption ranging between 160 mA
and 310 mA during operation.

3.1.4 Setup 4: ANALOGIC

Figure 4: Foxeer camera, video transmitter and receiver that
make up the setup 4

The Foxeer Monster V2 camera is the only analog device
tested. It offers a resolution of 1280 x 960, with a 1/2.9-
inch CMOS sensor and a 3.6 mm lens. Its operating voltage
is 5V, and it functions within a temperature range of -10ºC
to 50ºC. Unlike the others, the Foxeer Monster V2 has 1200
TVL (Television Lines). To operate this camera, it is neces-
sary to integrate a video transmitter system into the aircraft,
specifically using the TS5828 model with 32 channels and
600 mW. The ground station, on the other hand, utilized a
Skydroid UVC 5.8 video receiver, connected to a computer
via a USB port. The camera has dimensions of 28 mm x 26
mm x 30 mm and, together with the video transmitter, weighs
19 grams.

3.2 RPA Specifications
The aircraft used for this study was built on a Tarot 650

frame, configured as a quadcopter multirotor with a carbon
fiber structure. It was equipped with 30A Blheli Oneshot-125
LittleBee Electronic Speed Controllers (ESCs) and Sunnysky
3508-600 KV brushless motors. Additionally, a PixHawk 1
(3DR) flight controller, configured with Arducopter firmware,
was utilized to maintain the control and stability of the air-
craft, enabling automated flights.

A GPS module integrated with a compass was used to
determine latitude and longitude, allowing for precise iden-
tification of the quadcopter’s orientation. Similarly, to ac-
curately measure the drone’s altitude, the Benewake TFmini
Plus module, equipped with a laser distance sensor, was em-
ployed, providing measurements up to 6 meters with an error
margin of ±5 cm.

3.3 Measuring electrical consumption
The electrical consumption tests of the four setups were

carried out on a bench, using the Riden DC6012 source,
which provides instantaneous data on voltage, current, power,
and consumption of the equipment connected to it.
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3.4 ArUco marker recognition
The objective of the ArUco marker recognition test is to

determine how the distance between markers and ambient
lighting affects each camera setup, thereby analyzing each
setup’s ability to identify reference points of varying sizes.

Figure 5: Representative illustration of the positioning of
arUco markers during flights to capture images at different
heights.

According to [14], system evaluations can be qualita-
tive or quantitative. Qualitative evaluation involves obtain-
ing feedback from users about their satisfaction with the sys-
tem, while quantitative evaluation objectively measures sys-
tem performance and is often applied in detection and clas-
sification algorithms. [15] highlights the confusion matrix as
an essential tool for evaluating binary classification, allowing
the observation of correct and incorrect predictions, catego-
rized as True Positive (TP), False Negative (FN), False Pos-
itive (FP), and True Negative (TN). Varoquaux and Colliot
(2023) and Markoulidakis et al. (2021) illustrate the impor-
tance of this matrix for calculating evaluation metrics, where
Precision = TP / (TP + FP) represents the proportion of cor-
rectly classified positives, and Accuracy = (TP + TN) / (TP
+ FN + FP + TN) reflects the overall proportion of correctly
classified instances.

Therefore, the values of each image were classified into a
confusion matrix to analyze how these variables affect detec-
tion based on precision and accuracy metrics.

3.5 Algorithm
TTo optimize the testing process and obtain more accu-

rate data, software was developed that directly communicates
with the drone and the selected cameras. This software au-
tomates drone control and ArUco detection, in addition to
saving the processed images. This enables a precise evalu-
ation of the performance of the image capture devices used,
significantly reducing the time and effort required compared
to manual methods.

The development of this software was carried out using
the object-oriented programming language Python, version

3.10.9. Two libraries were essential for automating the tests:
Pymavlink, version 2.4.41, which manages drone communi-
cation and control via the MAVLink protocol, and OpenCV,
version 4.9.0.80, which facilitates communication with the
cameras and ArUco detection through digital image process-
ing.

The code employs the object-oriented paradigm, creating
classes that encapsulate behavior and preserve their internal
state through attributes and methods. A specific class was
developed for each logical or physical component of the test.
For example, the ’Drone’ class communicates directly with
the physical drone and controls it through its methods. Each
camera was also abstracted as a class.

The Abstract Factory design pattern was used to create
classes for each camera, using inheritance to maintain their
common characteristics and polymorphism to expose differ-
ing behaviors. These approaches ensure that the existing code
does not need to be modified, following the Open-Closed and
Dependency Inversion principles. This ensures modular and
maintainable code, facilitating the addition of new devices
and functionalities in the future

Figure 6: State machine diagram illustrating the algorithm’s
states during testing

In the state machine diagram shown in Figure 6, the soft-
ware states during the execution of the tests can be observed.
The process begins with the instantiation of the objects neces-
sary to perform the tasks, followed by an attempt to connect
to the drone via telemetry. If the connection is not estab-
lished, the code is terminated. If the connection is successful,
directories are created to save the images captured during the
test.

Next, the drone’s flight mode is set to GUIDED, where
the drone is controlled by commands sent by an operator or
software, rather than following a pre-programmed flight plan
or being manually controlled, and then its motors are armed.
For each altitude defined in the test, the drone ascends and
detects the ArUcos in all configured cameras. After complet-

SEPTEMBER 16-20, 2024, BRISTOL, UNITED KINGDOM 179



ht
tp

://
w

w
w

.im
av

s.
or

g/
IMAV2024-21 15th ANNUAL INTERNATIONAL MICRO AIR VEHICLE CONFERENCE AND COMPETITION

ing the entire process, the drone switches to LAND mode and
lands, finally closing the connection between the software and
the drone.

4 RESULTS AND DISCUSSIONS

Table 1 presents the data on electrical consumption and
weight of the configurations evaluated in this study. The elec-
trical consumption and weight of the camera directly impact
flight autonomy and are, therefore, critical factors to be con-
sidered when defining the drone configuration.

Setup CAM V (V) C (Ah) W (g) COST (US$)

1 IMX519 +
Raspberry PI 4B. 5.0 0.40 50 144.00

2 Wanscam Hw0043 +
Wifi MT7601UN. 5.0 0.20 31 25.00

3 OV2640 IOT +
ESP32-Cam. 5.0 0.16 10 6.00

4 Foxeer Monster V2
+ TS5828. 12.0 0.45 19 60.00

Table 1: Specifications and consumption of the setups studied
CAM = camera, V = voltage (V), C = current (Ah), W = weight (g).

Configuration 1 has the heaviest weight (50 g) and rel-
atively high power consumption (0.40 Ah) compared to the
others. The combination of its weight and power consump-
tion results in a significant reduction in the drone’s flight
time relative to the other configurations. Configuration 2,
weighing 31 g and consuming 0.20 Ah, offers a good bal-
ance between weight and power consumption, which results
in greater flight autonomy compared to configurations 1 and
4.

Configuration 3 is the lightest (10 g) and has the low-
est power consumption (0.16 Ah), providing the drone with
greater autonomy than the other configurations. Configura-
tion 4 has an intermediate weight (19 g) but the highest power
consumption (0.45 Ah), leading to reduced flight autonomy.

The analysis of the cameras’ performance in detecting
ArUco markers reveals that accuracy, a metric used for evalu-
ating classifiers, is influenced by both the marker size and the
camera’s altitude, as shown in Figure 7.

Figure 7: Accuracy of the studied cameras in detecting ArUco
markers of different sizes and flight heights

The camera analyses revealed marked differences in their
performance depending on the variables tested. The ANA-
LOGIC camera had the lowest accuracy rate among the op-
tions evaluated. This camera showed an accuracy rate of
almost zero for 100 mm and 200 mm ArUcos at all tested
altitudes, indicating significant difficulty in identifying these
markers at different heights. However, for 300 mm and 400
mm ArUcos, the ANALOGIC demonstrated better perfor-
mance at altitudes ranging from 3 to 9 meters. Despite this,
its performance dropped drastically above these altitudes, ev-
idencing a limitation in the ability to maintain accuracy at
greater distances.

The ESP32 demonstrated a superior ability to handle
larger markers, such as 300 mm and 400 mm, even at higher
altitudes. This suggests that the ESP32 has good resolution
and sensitivity to identify large markers at greater distances.
However, the camera consistently performed poorly in detect-
ing smaller ArUcos (100 mm and 200 mm), regardless of al-
titude. Still, compared to the IMX519, the ESP32 was more
effective at lower altitudes for small markers. However, as
altitude increased, the IMX519 proved to be more suitable,
especially for 300 mm and 400 mm markers, with a higher
accuracy rate at greater heights.

The IMX519 showed intermediate performance, but its
effectiveness increased with altitude and marker size. It also
excelled, especially at higher altitudes with large markers,
demonstrating a superior ability to maintain accuracy un-
der these conditions. This suggests that the camera is more
adaptable to variations in altitude and marker size, offering a
good solution for scenarios where marker height and size are
greater.

Finally, the IPCAM achieved the highest accuracy rates
among all the cameras tested and proved to be the most sta-
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ble. The IPCAM maintained a high level of consistent per-
formance across different altitudes and ArUco sizes, making
it the most reliable choice for practical applications.

Initially, for the 100 mm ArUco marker, a decrease in de-
tection accuracy is observed as altitude increases. The IP-
CAM maintains an accuracy of 0.68 up to 6 meters, but the
graph indicates a sharp decline from 9 meters onward, reach-
ing nearly zero at 12 meters. Despite this, the IPCAM still
outperforms the other cameras. The IMX519 showed a detec-
tion accuracy of 0.89 only at 3 meters, drastically reducing to
near zero at 6 meters, and above this height, detection is null.
The ESP32, however, demonstrates an accuracy of 0.30 at 3
meters and reduces to zero from 9 meters, thus maintaining
low accuracy from the lowest height. The ANALOGIC cam-
era exhibits the worst performance, with null detections at all
altitudes.

Figure 8: Accuracy in detecting ArUco markers at different
heights and sizes for the different cameras studied

When increasing the size of the ArUco marker to 200 mm,
the detection accuracy of the ANALOGIC camera remained
the poorest performer, with zero detections at all flight alti-
tudes. However, the IPCAM and IMX519 cameras achieved
precisions of 0.57 and 0.42, respectively, in detecting the
marker at a 3 m altitude, dropping drastically to zero from
9 m onwards. The ANALOGIC camera recorded the lowest
precision at all altitudes for this marker size (200 mm). Sim-
ilarly unsatisfactory, the ESP32 presented a maximum preci-
sion of 0.30 at a 3 m altitude, with a sharp decline at 6 m. For
this marker size, at altitudes above 6 m, all cameras exhibited
poor performance, with precision practically reduced to zero.

Furthermore, for the 300 mm ArUco marker, all cameras
demonstrated significant improvement in performance, with
precision greater than 0.84 at a 3 m altitude. For this marker
size, the IPCAM stood out by maintaining accuracy above
0.88 even at an altitude of 15 m. The IMX519 camera main-
tained accuracy around 0.98 up to 6 m, decreasing to 0.69 at

9 m. The ESP32 camera achieved the highest accuracy (0.87)
at a 3 m altitude, but this dropped sharply to 0.11 at 9 m. As
for the ANALOGIC camera, despite achieving an accuracy of
0.84 at 3 m, it failed to detect the marker from 9 m onwards.

Finally, with the 400 mm ArUco marker, the detection
rate was the highest across all cameras. The IPCAM cam-
era achieved accuracy above 0.92 even at the highest altitude.
Similarly, the IMX519 camera also performed well, main-
taining accuracy above 0.73 at a height of 12 m. The ESP32
camera achieved accuracies of 0.94 and 0.67 at heights of 3
and 6 m, respectively, but its performance decreased to 0.33 at
heights above 9 m. The ANALOGIC camera, despite achiev-
ing accuracies of 0.92 and 0.89 at 3 and 6 m, respectively, did
not detect any markers at heights above 9 m, even though it
was evaluating the largest marker size in this study.

Figure 9 illustrates the relationship between the True Pos-
itive Rate (TPR) and luminosity (in LUX) for different ArUco
marker sizes (100 mm, 200 mm, 300 mm, and 400 mm)
and various camera types (ANALOGIC, ESP32, IMX519,
IPCAM). The TPR is a metric that indicates the proportion
of markers correctly identified by the camera relative to the
total number of markers present. Consequently, the graph en-
ables a comparative analysis of the cameras’ performance un-
der varying lighting conditions and for different marker sizes.

For the 100 mm ArUco markers, all cameras show rela-
tively low TPR rates, especially under low-light conditions.
As luminosity increases, performance improves slightly, but
detection remains limited for all cameras. Some variations
are observed, with the IPCAM and IMX519 cameras achiev-
ing slightly higher rates in environments with luminosity lev-
els above 100,000 LUX, although rates remain generally low.

Figure 9: True positive rate in the detection of ArUco mark-
ers of different sizes by the cameras studied as a function of
brightness.

In the case of the 200 mm markers, there is a similar be-
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havior, where TPR rates remain low under low light con-
ditions. As the light intensity increases, especially above
100,000 LUX, the IMX519 and IPCAM cameras begin to ex-
hibit better performance, with higher TPR compared with the
other cameras. The ESP32, however, consistently shows low
performance under all lighting conditions.

When analyzing the 300 mm markers, an overall improve-
ment in camera performance is observed. TPR rates increase
significantly, especially for the IMX519 and IPCAM cam-
eras, which exceed 80% under high light conditions. The
ANALOGIC camera also demonstrates reasonable perfor-
mance, while the ESP32 continues to show lower TPR rates,
indicating less efficient performance in detecting these mark-
ers.

For 400 mm markers, the IMX519 and IPCAM cameras
achieve even higher TPR rates, often close to 100%, under
high luminosity conditions. The ANALOGIC camera also
maintains solid performance in this scenario. However, the
ESP32 shows lower TPR rates compared to the other cam-
eras, even with greater luminosity and larger markers.

5 CONCLUSION

Using the collected data, the relationship between the de-
tection of ArUco markers, observation height, and marker
dimensions was analyzed. Generally, the larger the ArUco
marker, the higher the detection rate. Conversely, increas-
ing the distance between the camera and the marker causes
a significant drop in detection efficiency. Additionally, light-
ing has proven to be an important factor, with greater light
intensity substantially enhancing camera performance, allow-
ing for more accurate identification of the markers.

In this study, the IPCAM camera demonstrated the best
overall performance in detecting ArUco markers, particularly
at low altitudes and with 400 mm markers. Moreover, it
showed significant superiority over the other cameras in de-
tecting smaller markers. When considering other variables,
such as power consumption, weight, and acquisition cost, the
ESP32 camera exhibited superior performance in all these as-
pects. However, the differences in these criteria are minimal
and do not have a significant impact compared to the more
substantial difference in detection performance between the
cameras, which clearly favors the IPCAM.

Thus, the results suggest that, among the cameras studied,
the IPCAM emerged as the most suitable choice for detecting
ArUco markers. These findings were crucial in guiding the
Drones Guanambi team in selecting the camera to be used in
the indoor and outdoor events of IMAV 2024.

The IMX519 camera, because it needs the Raspberry,
is the heaviest and has the second highest power consump-
tion. The Wanscam, on the other hand, had the second lowest
power consumption and the highest detection rate of ArUco
markers.

When comparing the two cameras, it is crucial to con-
sider other factors. The IMX519 requires connection to a mi-

crocomputer, increasing energy consumption, and the need to
monitor the status of the microcomputer to ensure correct data
transfer. In contrast, the Wanscam Hw0043 Camera offers a
simpler connection and data transfer, consumes less energy,
and is more affordable.

The IMX519 camera has a higher resolution, reaching up
to 16 MP (megapixels). This can be advantageous for teams
with more programming experience, allowing programmatic
adjustments to the camera’s quality and focus, potentially im-
proving the detection of ArUcos.

The choice between the Wanscam Hw0043 Camera and
the IMX519 will depend on the specific needs of the project.
The Wanscam Hw0043 is a robust and economical choice for
intermediate altitudes, while the IMX519, with its high res-
olution and potential for programmatic adjustments, can of-
fer significant advantages for projects that demand superior
image quality and greater technical flexibility, even if it has
higher electrical consumption and financial costs.
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